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Raytracing Point Clouds using Geometric Algebra
Crispin Deul1 Michael Burger1 Dietmar Hildenbrand1 Andreas Koch2
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dietmar.hildenbrand@gris.informatik.tu-darmstadt.de

2Embedded Systems and Applications
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ABSTRACT

Geometric Algebra (GA) supports the geometrically intuitive development of an algorithm with its build-in geometric primitives
such as points, lines, spheres or planes, but on the negative side GA has a huge computational footprint. In this paper we study
how GA can compete with traditional methods from Linear Algebra (LA) in the field of raytracing. We examine the raytracing
algorithm for both GA and LA on the basis of primitive operations. Furthermore we benchmark implementations of both
algebras with a framework for rendering point clouds based on GA. Our results show that depending on the microprocessor
architecture like CPUs, FPGAs or GPUs Geometric Algebra and Linear Algebra can raytrace with comparable speed.

Keywords: FPGA, Geometric Algebra, GPGPU, Point Cloud, Raytracing.

1 EXTENDED ABSTRACT
In this paper we compare the speed of the raytracing
algorithm in Conformal Geometric Algebra (CGA) and
Linear Algebra (LA). We use two approaches to get an
answer whether raytracing with CGA can compete with
LA. First the computations in CGA and LA are ana-
lyzed on the level of primitive operations with scalars
like multiplications and additions. Important parts of
the rendering are the intersection of the viewing ray
with the objects of the scene, the calculation of the sur-
face normal at the intersection point and reflections,
which are needed for lighting and shadow computa-
tions. Furthermore we analyze how to parallelize the
computations to achieve a speed-up on parallel hard-
ware architectures. Raytracing in CGA on CPUs has
already been investigated [1]. There are two starting
points for our investigations. The first one is the prop-
erty of the raytracing algorithms to compute the colour
of each pixel independently from all the other ones in
the actual frame. The second one is that objects in CGA
consist of multivectors with 32 entries which can be
computed independent of each other.

Using Gaalop [3] we found two possibilities of opti-
mizing the calculations listed above. On the one hand,
the number of operations is minimized and costly oper-
ations, such as square roots or divisions, are avoided
whenever possible. On the other hand, we aim to
decompose complex computations into simpler steps
that can be executed in parallel or serially. Paral-
lel calculations can be processed efficiently on SIMD-
architectures like GPUs or appropriately configured FP-
GAs. An efficient implementation of serial steps is pos-
sible through using a pipeline architecture on a FPGA.

Beyond our work on the point cloud model we
present a novel framework to raytrace point clouds
using Conformal Geometric Algebra (CGA). The
surface represented by a point cloud is locally approxi-

mated by splats consisting of a fitting and a bounding
object. To compute the fitting object we fit planes or
spheres into the k-neighbourhood of a chosen fitting
point. Prior work uses a sphere fit into a point cloud
to approximate the surface of the cloud. But instead
of using the sphere only in an intermediate step [2] we
use the sphere directly to represent the surface. Using
the k +1 points of the neighbourhood we have to solve
the eigenvector problem of a 5× 5 matrix. Taking
the eigenvector corresponding to the smallest positive
eigenvalue we get the coefficients of our fitting object.
The advantage of this approach compared to linear
algebra is that, during the algorithm, we do not have
to consider whether the outcome of the fitting process
will be a sphere or a plane (all information is kept in
the resulting eigenvector).

We use the framework to benchmark CGA and LA
implementations on different hardware architectures
like the CPU and GPU to prove our theoratical con-
siderations on the primitive operations in a real world
example.

Our Results show that although CGA needs more
primitive operations than LA in general, CGA and LA
can be comparable in speed depending on the micro-
processor architecture. This is due to the parallel nature
of the CGA multivector computations.

REFERENCES
[1] L. Dorst, D. Fontijne, and S. Mann. Geometric Algebra for Com-

puter Science, An Object-Oriented Approach to Geometry. Mor-
gan Kaufman, 2007.

[2] Gaël Guennebaud and Markus Gross. Algebraic point set sur-
faces. In In Proceedings SIGGRAPH ’07, 2007.

[3] D. Hildenbrand and Joachim Pitt. The Gaalop home page.
HTML document http://www.gaalop.de, 2008.
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A Study of 3-D Surface Registration Using  

Distance Map and 3-D Radon Transform 
 

Makoto Hasegawa 
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ABSTRACT 
A three-dimensional surface model registration method using distance map and three-dimensional Radon 

transform is proposed. Phase-only matched filter can be applied into our three-dimensional surface model 

registration just like conventional two-dimensional image registration. Our registration procedure is described 

and executes simulations. 

Keywords 
Surface registration, distance field map, Radon transform, R-transform, phase-only matched filter. 

1. INTRODUCTION 
Three-dimensional surface model registration is an 

important and fundamental topic in computer 

graphics. Registration of two surface models means 

matching between a template surface model and a 

target surface model described many polygons and 

vertices. Various methods are proposed. Chen and 

Medioni propose the iterative closest point method, 

which displace the surface model by the minimizing 

the difference of the corresponded vertices [Che 91a]. 

We discuss a new method using distance map, and 

three-dimensional Radon transform. Phase-only 

matched filter can be applied into our three-

dimensional surface model registration just like 

conventional two-dimensional image registration. 

2. REGISTRATION PROCEDURE 
 [Step 1] Create distance maps (Fig. 2) of the two 

surface models (Fig. 1). The distance map is defined 

as each grid in the 3-D space is attached a value 

which is inversely proportional to the distance the 

grid and the closest surface model vertex. 

[Step 2] Convert the distance map using three-

dimensional Radon transform. We obtain a Radon 

image ),,( θφρfT of the distance map f . 

[Step 3] Convert ),,( θφρfT using R-transform as 

.),,(),( 2∫= ρθφρθφ dTR ff            (1) 

The R-transform image is shown by Fig. 3 [Tab06a]. 

[Step 4] Rotate the surface models so that these two 

R-transform images may become equal.  

[Step 5] Create x-y and y-z projection images from 

the distance maps. We can detect the translation 

position ),,( zyx between template and target surface 

model using phase-only matched filter. 
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Fig. 1: Surface model                    Fig. 2: Distance map 

                                                      (x-y projection) 

 

Fig. 3: Three-dimensional R-transform 
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EXTENDED ABSTRACT 

1. INTRODUCTION 
Virtual reconstruction of existing objects and 

environments is needed in many different areas such 

as the planning of building extensions, quality 

assurance for production processes and city 

reconstructions for geographic information systems. 

Different scanner systems have been established 

which meet the demands on the application. For 

applications such as computer aided facility 

management a short scanning time is the most 

important factor instead of high precision. Range 

cameras are a new generation of 3D scanners which 

can measure distances to their environment directly 

with a high frame rate. In this paper a reconstruction 

method is presented which is specific to range camera 

data. 

2. RECONSTRUCTION 
Features are identified in the intensity images of the 

camera with the Sobel edge detector [Xia08a]. 3D 

coordinates of corresponding surface elements 

(surfels) are calculated from the depth map. The 

feature tracking and registration is based on the 

iterative closest point method [Rus01a]. The nearest 

neighbour surfel between two frames is the first 

assumption for the new surfel position. An iterative 

process calculates the corresponding transformation 

matrix and determines the new neighbours for the 

transformed data. During the registration, a feature 

map and a surfel map are continuously constructed 

and updated. For performance improvement, a 

registration between two frames is done first and 

provides an initial position to register the features and 

surfels in the map. Fig.1 shows the surfel map for a 

room in an office building. 

 

 

3. EVALUATION AND CONCLUSION 
For the evaluation of the reconstruction method the 

wall thickness of the reconstructed office is 

measured. Ideally, all wall surfels are a thin plane, 

but due to imprecise distance data they expand in 

depth. The wall thickness is 6-10 cm in a distance of 

4-5 meters. This value is high compared to other 

sensors like 3D laser scanners, but a scanning time of 

10 seconds for a panorama compared to 15 minutes 

using a 3D laser scanner makes the range scanner and 

the reconstruction method suitable for applications 

where a short scanning time is of highest priority. 

4. REFERENCES 
[Xia08a] Xi'ang, Liu, et al. Cocoon edge detection 

based on self-adaptive Canny operator.  Computer 

Science and Software Engineering, 2008. 

 [Rus01a] Rusinkiewicz, S., and Levoy, M. Efficient 

variants of the ICP algorithm. 3D Digital Imaging 

and Modeling, 2001. 

 

Figure 1. Reconstructed office 
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ABSTRACT

In this paper we present the use of geometric algebra for computations of the complex hull and the object representation of
unstructured points in 3D. We especially examine the performance of different implementations and the advantages of symbolic
optimizations by Gaalop for modern parallel platforms using GPGPU. The first algorithm described here calculates the convex
hull of a set of unstructured points. The second one calculates its alpha shape using Delaunay triangulation. Because of
their very geometric nature both algorithms take advantage of a description in geometric algebra. Not only are they easier to
understand this way but also they can be optimized for the use with parallel platforms automatically.

Keywords: Geometric Algebra, Convex Hull, Object Representation, CUDA.

1 EXTENDED ABSTRACT

The problem of reconstructing the three-dimensional
shape of an object has been discussed using a variety
of different approaches and heuristics. Our goal is to
show the benefits this topic can gain from using con-
formal geometric algebra . Therefor we use a combina-
tion of well known techniques to compute the desired
results and concentrate our work on using conformal
geometric algebra where it is appropriate. We exam-
ine the advantages of geometric algebra over the more
common vector algebra or linear algebra. One of these
advantages is the ability to formulate our algorithms in
a crisp and elegant way because most of our operations
require manipulations of basic geometric entities repre-
sented by simple algebraic objects. Another advantage
is the ability to generate high efficient source code for
parallel platforms using the software Gaalop [4] and its
capability of performing symbolic optimizations.

The first algorithm described here computes the con-
vex hull from a set of unstructured points and consists
of three parts. First redundant points are eliminated by
dividing the xy plane into a regular grid and discarding
unnecessary points while walking that grid. Then the
remaining points are clustered using the k-means++ al-
gorithm [1] and finally the complex hull is generated
from these clusters by the quickhull algorithm [2].

The second algorithm computes the object represen-
tation from a set of unstructured points by performing
two different steps. First the Delaunay triangulation [6]
of the points is computed. We start with an initial tetra-
hedron and incrementally add new points by building
more tetrahedrons. Each one of them is checked for the
empty sphere criterion. If this criterion is violated the
corresponding tetrahedrons are changed by doing either

a triangle flip or an edge flip. Then in the second step
from that Delaunay triangulation the alpha shape [3] is
calculated as the final object representation.

After developing the above algorithms in the frame-
work of conformal geometric algebra using CLUCalc
[7] as an rapid prototyping tool we perform symbolic
optimizations with Gaalop to generate efficient C code
automatically. From this C sources a CUDA implemen-
tation is derived. Additionally we will give a C imple-
mentation of the algorithms using standard vector alge-
bra. Also we will refer to Gaigen 2 implementations
given in [5]. These different implementations are com-
pared with respect to the achievable improvements in
performance.

REFERENCES
[1] David Arthur and Sergei Vassilvitskii. k-means++: the advan-

tages of careful seeding. In SODA ’07: Proceedings of the eigh-
teenth annual ACM-SIAM symposium on Discrete algorithms,
pages 1027–1035, Philadelphia, PA, USA, 2007. Society for In-
dustrial and Applied Mathematics.

[2] C. Bradford Barber, David P. Dobkin, and Hannu Huhdanpaa.
The quickhull algorithm for convex hulls. ACM Transactions on
Mathematical Software, 22:469–483, 1995.

[3] Herbert Edelsbrunner and Ernst P. Mücke. Three-dimensional al-
pha shapes. ACM Transactions on Graphics, 13(1):43–72, 1994.

[4] D. Hildenbrand and Joachim Pitt. The Gaalop home page.
HTML document http://www.gaalop.de, 2008.

[5] L. Dorst and D. Fontijne and S. Mann. Geometric Algebra for
Computer Science, An Object-Oriented Approach to Geometry.
Morgan Kaufman, 2007.

[6] E. P. Mücke. A robust implementation for three-dimensional
delaunay triangulations. In Proceedings of the 1st Interna-
tional Computational Geometry Software Workshop, pages 70–
73, 1995. To appear in the International Journal of Computa-
tional Geometry & Applications.

[7] C. Perwass. The CLU home page. HTML document
http://www.clucalc.info, 2009.
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Conformal Geometric Algebra by Extended Vahlen Matrices
Leo Dorst

University of Amsterdam, The Netherlands, L.Dorst@uva.nl

ABSTRACT

The conformal transformations in Rn (those that pre-
serve angles) can be modeled conveniently as orthogo-
nal transformations of the Minkowski space Rn+1,1 [1],
and these in turn are representable as versors in geo-
metric algebra (i.e., as geometric products of invertible
vectors) [3]. Using anti-symmetric combinations of ge-
ometric products, an outer product can be introduced
as the foundation for the Grassmann algebra of Rn+1,1.
The outer product of (not necessarily invertible) vectors
spans subspaces of Rn+1,1; these ‘blades’ can be iden-
tified with circles, spheres, planes and tangents (and
more) in the space Rn. The versors act on them in a
structure-preserving manner.

Thus we get universal conformal operators, simpli-
fying software, and as a consequence this conformal
model (a.k.a. CGA, conformal geometric algebra [4])
is beginning to be useful in computer science fields like
graphics, vision and robotics. In such fields, the main
interest is often in Euclidean similarities or rigid body
motions, rather than the general conformal mappings of
which they are a special case.

On the other hand, conformal transformations have
been studied in mathematics using Vahlen matrices, as
a homogeneous representation of Möbius transforma-
tions. Though originally defined for the complex plane,
the Vahlen matrices have been extended to allow coeffi-
cients from a Clifford algebra to permit the study of the
group of n-dimensional conformal transformations [5].

In this paper, the two ideas meet, to lay the founda-
tion for a fruitful interaction. To embed the full con-
formal model we need to define the matrices that repre-
sent the blades in geometric algebra – this gives us an
extension of the matrix representation from represent-
ing only transformations to being interpretable as geo-
metric primitives. This is done by translating the outer
product and contraction product constructions of such
geometrical elements into matrix operations, through
the intermediate step of writing them as linear combina-
tions of geometric products. Moreover, the vector dif-
ferentiation operation can be cast as an operator matrix.
We provide a useful dictionary for this translation be-
tween the elements of the conformal model and their
matrix representation.

Using the dictionary, we show some examples of how
the two representations can interact to study properties
of conformal transformations, with some emphasis on
Euclidean similarities and motions.

• We derive Chasles’ theorem in a compact manner:
first we focus on the general motion that preserves
the point at infinity; using the explicit representation
of a line in matrix form from the dictionary, we de-
termine its eigenlines. We then factor the original
motion quantitatively in two terms, preserving the
eigenline point-wise (a rotation around the line) and
as a set (a translation along the line).

• We use Chasles’ theorem to give a closed form prin-
cipal logarithm of a Euclidean motion, in its Vahlen
matrix representation, using the commutation prop-
erties of the above factorization.

• We compute a table of commutation laws between
the four fundamental conformal motions: transla-
tion, rotation, uniform scaling and transversion and
their associated parameter changes. Especially the
commutation between translation and transversion is
of interest (and may even be new).

• Using the basics presented here, we have been able
to give a closed-form solution to the determination
of a conformal transformation, based on exact trans-
formation data of points and frames go [2].

We are beginning to find these new tools indispensable
in solving such advanced problems. Although they are
in principle fully equivalent to writing things out alge-
braically, computations are more automatic in the ma-
trix structure – which takes care of the additional eo, e∞

and eo ∧ e∞ bookkeeping at the heart of the conformal
model, and leaves only straightforward n-dimensional
Euclidean geometric algebra computations.

Keywords: conformal transformations, rigid body mo-
tions, geometric algebra, Vahlen matrix, Chasles’ theo-
rem, logarithm, commutation, transversion.

REFERENCES
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[2] C. Cibura, L. Dorst, From Exact Correspondence Data

to Conformal Transformations in Closed Form Using
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ABSTRACT 
Choice of latent variables and likelihood function are important for three-dimensional time-series tracking. I 
propose motion tracking with high order geometric algebra-valued particle filter. The proposed method shows 
significant improvement compared to tracking with conventional Euler angles. 

Keywords 
Geometric Algebra, Motion Tracking, Computer Vision 

1. INTRODUCTION 
Inference of three-dimensional motion is an 
important task for computer vision. In this study, I 
discuss inference of rigid body motion when some 
feature points are observed by a monocular camera. I 
assume that feature points are observed at every 
timestep without occlusion but with measurement 
noise. For this task, I utilize particle filter (PF), a 
sequential Bayesian method. For PF to be applied to 
geometric problems, it is important to use appropriate 
latent variables. Some studies [e.g. Mar01] utilize 
quaternion instead of conventional Euler angels as 
latent variables for time-series three-dimensional 
inference. However, quaternion’s effect has not been 
clarified quantitatively yet. I furthermore introduce a 
new resampling step, in which hypotheses are 
evaluated, for particle filter. In the new resampling 
step, likelihood of hypothesis is calculated using not 
only single points but also circles each of which is a 
combination of three points. The aim of this study is 
to clarify effects of 1) representations of rotation 
with rotor components to such geometric inference 
and of 2) introducing high-order entities to 
resampling step. 

2. NUMERICAL EXPERIMENT 
Five feature points fixed at a transparent rigid body, 
which moves smoothly in 3D space, are assumed to 
be observed through 100 timesteps. PFs track these 
feature points. One PF uses Euler angles as its latent 
variables and the other uses rotor components. The 
latter evaluates likelihood of each hypothesis under 
distance from hypothetical circles as well as 
hypothetical points. Figure 1 shows result of Euler 
angle PF (a) and that of my proposal (b). Inference of 

depth (shown as horizontal axis) improved. Average 
errors were (a) 0.89 (+/- 0.16) vs. (b) 0.59 (+/- 0.05). 
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(a) Euler angles 
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(b) Rotor components 

Figure 1. True (big marks) and inferred positions 
(small marks) projected orthogonally into Depth-

Height plane.  

3. REFERENCES 
[Mar01] Marins, J. L. et al. An extended Kalman 
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ABSTRACT

2D-3D pose estimation is an important task for computer vision, ranging from robot navigation to medical intervention. In such
applications as robot guidance, the estimation procedure should be fast and automatic, but in industrial metrology applications,
the precision is typically a more important factor. In this paper, a new 3D approach for infrared data visualization precisely
with the help of 2D-3D pose estimation is proposed. The approach provides a user friendly interface, a flexible structure and a
precise result, which can be adjusted to almost all the geometrically complex objects.

Keywords: Geometric algebra, 2D-3D pose estimation, ICP algorithm.

EXTENDED ABSTRACT
The main goal of pose estimation is to estimate the rela-
tive position and orientation of a known 3D object with
respect to a reference camera system. In other words,
we search for a transformation (i.e. the pose) of the
3D object such that the transformed object corresponds
to 2D image data. Pose estimation is a subclass of the
more general problem of registration which is one of
the key problems in computer vision. In our scenario,
there is a 3D object, which can contain different entities
like 3D points, 3D lines, 3D spheres, 3D circles, kine-
matic chain segments, boundary contours or contour
parts. The 3D object in an image of a calibrated cam-
era is observed. We can estimate the relative position
and orientation of the 3D object to the reference cam-
era system with 2D-3D pose estimation method based
on Geometric Algebra [1].

In this paper we give two methods to solve the
pose estimation by using features of the object (i.e.
corners, edges) and by using free-form contour
model. In the first method, the user should select
corresponding features (i.e. corners, edges) between
3D object and 2D image manually. Then with the
equation λ

((
MXM̃

)
×e∧ (O∧ x)

)
· e+ in Conformal

Geometric Algebra define the distance between 3D
object point and the ray from the camera position to
the 2D image point, where X is the 3D object point in
conformal space, M stands for the rigid motion of the
3D object, O is the camera position, x is the 2D image
point. Construct a linear system to minimize the energy
function that sum of the distances, afterward, we can
get the rigid body motion parameter M. The final
result will be affected by the features that user selected.
We will improve the unstable result by method two.
Firstly user can extract the silhouette of the 3D object
in the image with Chan and Vese model [2]. In the
same time the algorithm can find the free-form contour

automatically by Fourier descriptors, which enable
a low-pass description of the 3D object contour, and
is advantageously applied to the pose problem. In
order to relate 2D image information to 3D entities, we
interpret a point on the 2D silhouette as a projection
ray from the camera position in 3D space, construct a
similar cone shape. The aim is to find a best fit with
the cone shape. We use the Iterative Closest Point
(ICP) algorithm [3] to solve the 2D to 3D registration
problem. In order to avoid the local minimum, we try
to improve the ICP algorithm, define the error a sum
of the distances between the posed object points and
the nearest rays. If the error is bigger than a suitable
threshold, we should rotate the 2D image some degree
around the camera view direction, until the error is
smaller than the threshold. After finding the right posed
position of the 3D object, we try to map the texture of
the 2D image to the 3D mode, test the triangles of the
3D object are visible or not with ray-tracing algorithm.
In this paper we try to implement the ray-tracing
method based on the Geometric Algebra [4].

With the framework above, the developed approach
can deal with image time sequences from different view
points captured by the camera. The final visual results
are high-precision and satisfied the requires of indus-
trial metrology application.

REFERENCES
[1] Rosenhahn B. and Sommer G. Pose Estimation in Conformal

Geometric Algebra Part I: The stratification of mathematical
spaces. Part II: Real-Time pose estimation using extended fea-
ture concepts. Technical Report 0206, University Kiel, 2002.

[2] T. Chan and L. Vese. Active contours without edges. IEEE Tran-
sations on Image Processing,10(2):266-277, 2001.

[3] Rusinkiewicz S. and Levoy M. Efficient variants of the
ICP algorithm. Available at http://www.cs.princeton.edu/
smr/papers/fasticp/. Presented at Third International Confer-
ence on 3D Digital Imaging and Modeling (3DIM), 2001.

[4] Leo Dorst. Geometric Algebra for Computer Science An Object
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EXTENDED ABSTRACT 
 

1. INTRODUCTION 
Numerically controlled (NC) milling is one of the 
most prevailing manufacturing processes. During 
milling the blank material is removed by geometry-
defined cutters moving along given tool paths, so that 
the net shape of the target part is achieved in the end. 
In this paper, spherical offset algorithm is proposed 
which is applicable to generate tool path and to avoid 
collision between the cutting tool and the material. 

2. SPHERICAL VISIBILITY MAP 
By definition, visibility is a synonym of a 
determination of the visible parts/polygons/lines of 
the scene from the viewpoint P. It is, however, 
diversely interpreted in various contexts such as 
shadow computation and hidden surface removal in 
computer graphics, finding accessible direction of a 
probe in metrology, scanning strategy in reverse 
engineering, motion planning in robotics, searching 
parting line in molds and dies and so on. Especially 
in CAD/CAM field visibility problem arises either in 
finding an accessible area of the tool with respect to a 
given part contour or in generating interference-free 
tool paths for 5 axis machining. 
Spherical visibility map projects a visible scene from 
the viewpoint in Euclidean space into the sphere S2, 
of center which is imaginarily located on the 
viewpoint. An intersection of the ray starting from 
the center with the scene is mapped onto S2. Then the 
boundary curve builds the visibility cone. 
Since a tool has a non-zero radius the visibility cone 
is needed to be offset inwards with a constant angular 
radius ρ on S2 to avoid gouges while a tool 
approaches the position P. The deepest point Q of the 
spherical offset is regarded as the most reliable tool 
access direction. To confirm that Q is the safe 
approach direction, the collision is checked between 
the tool and the local area around P finally. 

3. SPHERICAL OFFSET AND ITS 
APPLICATION 
By definition, the offset is the locus of the points 
which are displaced with constant distance (or offset 

radius) from the progenitor. Depending on the 
surface where the progenitor lies it is classified into 
plane offset and geodesic offset. The spherical offset 
belongs to the geodesic offset of which distance is 
measured along great circle on spherical surface S2. 
At the beginning we define the spherical geometry 
including point, circle, segment and polygon etc on 
S2 and its elementary geometric operations which are, 
for example, the intersection test, orientation test, 
tangency test etc.  
Next we introduce the algorithm to calculate the 
offset on S2 using piecewise spherical segment (PSS) 
method. The polygonal mesh in Euclidean space, 
which is composed of line segments, is projected into 
S2 and each line segment is mapped as a segment of 
great circle on S2. From the soup of segments the 
visibility cone is calculated while the intersection 
points between segments are found by adapted sweep 
line algorithm for the sphere and invalid segments 
are rejected. Then the irrelevant spherical segments 
to the offset building are discarded prior to true offset 
calculation so that the most numerical inconsistency 
could be prevented previously.  
Finally we take several implementation examples in 
CAD/CAM applications taking advantage of the 
spherical offset. First, the spherical offset could be 
used to calculate a collision-free approach direction 
of the tool taking the workpiece contour into 
consideration. The visibility cone of the workpiece is 
calculated from a viewpoint. The offset from 
visibility cone is built by the proposed spherical 
offset algorithm. The deepest point of the offset, say, 
the offset point with the largest angular offset radius 
ρmax, is regarded as the most reliable tool access 
direction. Another example using spherical offset 
could be found in the tool path generation to groove 
characters or curves on the spherical surface. The 
cutting tool follows along the tool paths which are 
comprised of the path of spherical offset itself and 
some linking paths so as that the contour of the world 
map, for instance, could be grooved on the spherical 
workpiece. 
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EXTENDED ABSTRACT

1 INTRODUCTION
In strapdown inertial navigation systems (SDINS) the
angular velocity measured in a body frame is used to
update a rotation generator that relates the orientation of
the body frame to some reference frame. Because the
angular velocity measurements are made in the body
frame, which changes its orientation relative to the
reference frame, direct integration of the conventional
direction cosine differential equation is an unsuitable
method for tracking attitude. Bortz [Bor71] derived a
method of accounting for this effect by representing the
actual finite rotation by an orientation vector φ(t) and
obtaining an expression for φ̇(t). Bortz showed that φ̇

could be split into two parts, ω(t) and σ̇(t). ω(t) is the
angular rate vector and σ̇(t) is a term arising due to the
change in the body coordinate system.

φ̇ in terms of φ and ω is known as the Bortz Equa-
tion – updating the quantity φ given the measurements
and then extracting the attitude, is known to be more
accurate than direct integration of the dynamical equa-
tions. In this paper we will use geometric algebra (GA)
to show how the Bortz equation arises almost trivially
from the dynamical equations.

Recent contributions in the SDINS literature have
used dual quaternions, a concise representation for both
rotations and translations, to extend the Bortz equation
to the more general case of simultaneously updating
both attitude and position [YWL05]. The claim is that
there is an equivalent Bortz equation which allows more
accurate updating. Here we use the conformal geomet-
ric algebra (CGA) [HS84] to investigate what a con-
formal Bortz equation would look like and whether the
claims made for dual quaternions are valid.

The 3D and 5D Bortz equations
If the angular velocity of the body wrt the reference
frame is written as a bivector in the body frame, Ωb,
and the rotor which takes the reference frame to the
body frame at time t as R(t), the dynamical equation
is Ṙ = − 1

2 RΩb

We define Φ as Φ = αB, where B is a unit bivector
and R = e−Φ/2, ie a rotation of α in the plane of B.
Since Φ̇ = αḂ + α̇B, and using expressions for α̇ and
Ḃ obtained by equating scalar and bivector parts of the

dynamical equation, we are able to write Φ̇ as a bivector
equation (where Ωb is written as Ω for conciseness):

Φ̇ = Ω+
(

|Φ|
2

cot
|Φ|
2

−1
)[

Ω+
(Ω·Φ)Φ
|Φ|2

]
− 〈ΦΩ〉2

2
(1)

This is effectively the dual of the conventional Bortz
equation.

Using the CGA framework we know that we can ex-
press both rotations and translations as rotors – thus
we are able to define a new Φ in our 5D space as
Φ = αB + tn, where αB gives the spatial rotation as
before and t is related to the spatial translation. It is not
hard to show that R = e−Φ/2 represents a rotation of α

in the plane of B followed by a translation of s which
is a function of both t and the spatial rotation. We then
also show that the equivalent 5D angular velocity bivec-
tor, Ω is given by Ω = Ω3 + nR̃α ṡRα , where Ω3 is the
3D angular velocity bivector.

The 5D dynamical equation is again Ṙ = − 1
2 RΩ.

Equating scalar and spatial bivector parts gives expres-
sions for α̇ and Ḃ (indeed those obtained in the 3D
case). Equating non-spatial bivector and 4-vector parts
simply gives identities, thus confirming consistency.

We then form Φ̇ = α̇B+αḂ+ ṫn in terms of Φ and Ω.
However, the resulting equation is not as simple in form
as the 3D equation, ie it is not simply a matter of re-
placing φ and ω with their 5D counterparts. This there-
fore calls into question the process of substituting a dual
quaternion generator into the Bortz equation form and
updating the dual quaternion components. The paper
will discuss the differences and investigate the discrep-
ancies via simulations.

REFERENCES
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navigation system algorithms based on dual quaternions.
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ABSTRACT 
This paper presents solutions of some selected problems that can be easily solved in the projective space. If the 
principle of duality is used, quite surprising solutions can be found and new useful theorems can be generated as 
well. Principle of duality can be used to derive an equation of a parametric line in E3 as an intersection of two 
planes. This new formulation avoids division operations and increases the robustness of computation. 

Keywords 
Projective space, homogeneous coordinated, duality principle, intersection computation 
 
1. PROJECTIVE GEOMETRY 
The homogeneous coordinates are mostly 
introduced with geometric transformations concepts 
and used for the projective space representation. 
Nevertheless, geometrical interpretation is missing 
in nearly all publications. Conversion from the 
homogeneous coordinates to the Euclidean 
coordinates is defined for E2 case as:   
 X = x / w     Y = y / w (1) 
where: w ≠ 0, point x = [ x, y, w]T and x∈P2,  
X = [X, Y]T and X∈E2, if w = 0 then x represents 
“an ideal point”, that is a point in infinity. 
The cross-product of two vectors x1, x2∈E2, if 
given in the homogeneous coordinates, is defined 
as 

 

222

11121

wyx
wyx
kji

xx =×  (2) 

The cross-product of three vectors x1, x2 and x3 is 
defined in the homogeneous coordinates as: 

 

3333

2222

1111
321

wzyx
wzyx
wzyx
lkji

xxx =××  (3) 

Let three points x1, x2, x3 be given in the projective 
space. Then a plane ρ∈E3 defined by those three 
points is determined as: 
 ρ = x1 × x2 × x3 (4) 
 
As a point is dual to a plane, a plane is dual to a 
point in E3 we can use the principle of duality 
directly, now.   
Let three planes ρ1, ρ2 and ρ3 be given in the 
projective space. Then a point x, which is defined 

as the intersection point of those three planes, is 
determined as:   
 x = ρ1 × ρ2 × ρ3  (5) 
The computations can be extended to the projective 
space as follows: 

 ( )
1
1

22

1121212121

YX
YXwwww

kji
xxXX =×=×  (6) 

Let X2 – X1 = ω and X1 × X2 = v. A point on the 
line q(t) = q1 + ω t  is defined  as: 

 ( ) tt ω
ω

ω 
+

×
=

2
vq          ( )

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ +×
= 2

2

ω

ωωω t
t

v
q)  (7), (8) 

The Eq.7 defines a line q(t) in the E3 by two 
points x1 and x2 given in the homogeneous 
coordinates. Of course, we can avoid the division 
operation easily using homogeneous notation for 
a scalar value ( )tq) , Eq.8 and the resulting line is 
defined directly in the projective space P3.  
Let us imagine that we have to solve the second problem, 
i.e. a line defined as an intersection of two given planes 
ρ1 and  ρ2 in the Euclidean space:  
 ρ1 = [a1, b1, c1, d1]T     ρ2 = [a2, b2, c2, d2]T (9) 
Now we can apply the principle of duality as we 
can interchange the terms “point” and “plane” and 
exchange v and ω in the Eq.7.8 and we get: 

 ( ) tt v
v

vq +
×

=
2

 ω         ( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ +×
= 2

2

v

vvv
q

t
t

 ω) (10), (11) 

If 0=v  then the given planes are parallel. This means 
that using a duality principle in projective space we get 
robust computation. Similar approach can be applied in 
the Geometry Algebra case as well. 
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EXTENDED ABSTRACT 
 

1. INTRODUCTION 
Bilateral filtering described and named by Tomasi 

and Manduchi [Tom98] is the core of several 

graphics and image processing algorithms. For 

example, several HDR processing mechanisms do 

exploit bilateral filtering.  

2. HISTOGRAM CONVOLVED WITH 

GAUSSIAN 
One of the possible methods to speed-up the bilateral 

filtering is through sampling the features of local 

neighborhoods in the image. The features of the 

neighborhoods can then be described by histograms. 

The histograms must be gathered and then convolved 

with a Gaussian. As the Gaussian has limited 

spectrum (works, in fact, as a low-pass filter), a space 

exists to subsample the representation of the 

histogram in the computer without a loss of precision 

of the final output. 

The Gaussian could be approximated as a linear 

combination of exponential curves. Convolution with 

an exponential function could be computed in linear 

time (but histogram size doesn’t grow with image 

size), because each convolved item could be 

retrieved from the previous item as follows: 

 

While simulating exact Gaussian is not necessary 

(rough filter approximation use even rectangular core 

instead), the result has to be convolution by the same 

core for any input data. The reason is that different 

parts of bilateral-filter equation are convolved with 

the same Gaussian. The exponential curves linear 

combination fulfills this condition, and therefore 

ideally fits histogram smoothing needs. 

3. HISTOGRAM RESAMPLING 
Before applying the convolution, the histogram can 

be subsampled. For accelerating the computation, 

already subsampled histogram is gathered. Splitting 

histogram contribution into several neighboring bins 

can perform as precise resampling, however high 

frequency artifacts caused by cheap (e.g. linear 

resampling) are damped by Gaussian convolution, 

which works as a low-pass filter. 

Retrieval of the values from the subsampled 

histogram could be done by done by some precise 

resampling filter (e.g. Lanczos) or again by fast 

bilinear interpolation (bilateral filter computation 

needs random access to the histogram, so complex 

interpolation method accelerating is limited.  

 
Figure 1. Gaussian σ=10 and simulation using three 

exponential curves 

4. CONCLUSIONS 
The bilateral filter performance was measured as 

PSNR against the brute-force computation. For 29 

different images and Gaussian range σ = 4dB (same 

width as used by Durand and Dorsey [Dur02]) the 

PSNR was between 43 and 55dB. 40dB is considered 

as the human eye recognition mark. 

5. ACKNOWLEDGMENTS  
The work was supported by the MSMT 2B06052 

project. 

6. REFERENCES 
[Tom98] C. Tomasi, T, Manduchi, R. Bilateral  

Filtering for Gray and Color Images. In  Proc. of 

the International Conference on Computer Vision, 

pages 839–846. IEEE, 1998. 

[Dur02] Durand, F., Dorsey, J. Fast Bilateral 

Filtering for the Display of High-Dynamic-Range 

Images. ACM Trans. on Graphics 21 (2002) Proc. 

of SIGGRAPH conference 

0 10 20 30 40 50 60
0

0,2

0,4

0,6

0,8

1

1,2

Gaussian
Approx.

11 GraVisMa 2009



Particle systems for riverbed modeling over 

multilayer height-field data with hardness 
 

Korneliusz Warszawski 

University of Zielona Gora 
ul. Podgorna 50, 

65-246 Zielona Gora, Poland 

k.warszawski@weit.uz.zgora.pl 

Slawomir Nikiel 

University of Zielona Gora 
ul. Podgorna 50 

65-246 Zielona Gora, Poland 

s.nikiel@issi.uz.zgora.pl 

Pawel Filipczuk 

University of Zielona Gora 
ul. Podgorna 50 

65-246 Zielona Gora, Poland 

p.filipczuk@issi.uz.zgora.pl 

Keywords 
Particle Systems, Terrain Surface Modeling, Riverbed Generation, Virtual Reality. 

 

EXTENDED ABSTRACT 
Striking forms of virtual landscapes are possible 

when developers, artists and virtual world builders 

can spend a lot of time manually deforming polygon-

nets. Alternatively an acceptable visual level of 

geological models can be obtained much faster by 

automated techniques. Several applications of 

procedural methods have been used in simulation and 

visualization systems. Virtual terrain is ‘a must‘ 

element of environment modeling in digital 

entertainment and game development. 

Applying particle systems to terrain surface modeling 

constitute very efficient alternative for currently used 

methods. In addition, this technique makes it possible 

to generate very complex height-field data, similar to 

mountains or island-like forms and to deform pre-

defined (imported from file or pre-generated) 

landscape structures and to enrich them with canyons 

or riverbeds. This paper proposes a method that 

applies particle systems to modify height-field based 

landscapes with generation of hydrological erosion 

caused by fast flowing spout. We present the 

construction of particle system terrain generator/ 

modifier, its main attributes and how they influence 

the final product of the modeling process. The key 

structure for modeled landscape is a typical height-

field data, based on the two dimensional array. Each 

cell represents altitude at the coordination point 

defined by rows and columns of this array. Such kind 

of data structure enables fast and simple 

implementation of terrain deformation and can be 

relatively easily rendered by any of virtual reality 

systems. It can be a plain height-map or one imported 

from external file of real landscape data, e.g.: Digital 

Elevation Map (DEM). It can be also initially 

modeled by any automated method, e.g.: Midpoint 

Displacement, Fault Formation or modeled entirely 

by the Particle System. For our simulation, we 

assume that the base terrain consists of  several layers 

of materials with different erosion vulnerability. 

Furthermore, each layer is also assembled with 

various materials of the kind. Similar to height-field 

data, information about hardness of materials, which 

given landscape is constructed of, can be obtained 

from geological data. Alternatively, for virtual terrain 

we can simulate this type of data, by one of 

previously mentioned height-field generation 

algorithms. 

The proposed system behaves like in a classical 

particle system, it uses emitters as elements that 

control starting location, direction and quantity of  

particles in a given simulation environment. For our 

simulation process, we select the main attributes for 

the emitter as: its position and orientation in virtual 

space and the size of emission window. The emitter 

starting location should be set at a  side and directed 

to the based landscape. Its emission window 

determines the area (plane or space) where new 

particles can be only injected into the simulation 

system environment. A single particle is defined by 

Reeves as a dynamic point in three-dimensional 

space. In our work, we organize particles as 

a collection of parameterized objects. We choose 

parameters for particles such as: the current position, 

directional angle, linear velocity, rotation angle, 

rotation velocity and the size which define its zone of 

influence for landscape modification processes. Each 

emitted particle is moving  (rolling) over the surface 

of terrain structure making deformations at its current 

position. Scale of the modifications depends on 

particle parameters and landscape susceptibility for 

modifications process under a particle influence zone. 

In the paper we discuss basic problems of landscape 

hydrological erosion deformations and propose a fast 

alternative to algorithms based on Computational 

Fluids Dynamic (CFD) or rainfall erosion. Proposed 

method is not intended to simulate physically erosion 

process but focuses on its results for exploitation in 

virtual environments in real-time simulations and 

rapid prototyping of terrains. 
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ABSTRACT 
This contribution describes a method for calculation of a coherent point light source optical field. The optical 

field calculation is the key part of hologram synthesis methods. Hologram synthesis methods present are 

extremely computationally extensive and many of them use superposition of point light sources to construct a 

scene. In a previous work by the authors, an approximation has been introduced that uses fixed point type most of 

the time and does not impose distance limitations. Speedup gain with no loss of flexibility was achieved. In the 

presented contribution, it is shown that the approximation can be simplified even further and the resulting error 

does not impose any additional restrictions and can lead in an additional speedup. Furthermore, the numerical 

aspects of the new approach are shown and precision and data format considerations are discussed. 

Keywords 
Spherical wave, optical field, point light source, differential computational scheme 

1. INTRODUCTION 
Optical field synthesis is a crucial step in hologram 

synthesis. Even though a hologram can be calculated 

directly, the focus of the contribution is on optical 

field calculation because it can be used for generation 

of several varieties of holograms. This contribution 

focuses on geometrical aspects of the problem with 

an aim to calculate the columns of optical field of a 

point light source (PLS). More details of the 

application/background will be shown in the full text. 

2. OPTICAL FIELD EQUATION 
In the case concerned, an optical field is represented 

as a uniform grid of samples. Each sample represents 

a complex value. The scene consists of PLS, each of 

which contributes to the optical field. See Figure 1. 

 

Figure 1: PLS and optical field samples. 

A contribution of PLS to an optical field sample is 

(1) 






+ ϕ

λ
π i

r
i

r

a
2exp

, 

where r is a distance depicted in Figure 1, a is an 

amplitude and ϕ  is a phase of the coherent PLS. 

The function (1) is non-linear and cannot be 

approximated directly. However, if the argument of a 

complex number and the amplitude are separated, it 

is possible to approximate them using a quadratic 

function on a small part of a column (hundreds of 

samples). The approximation can be performed using 

a differential scheme with fixed point arithmetic as 

shown in the previous work of the authors. 

3. PROPOSED METHOD 
In the proposed method, new approach to the 

differential scheme is proposed. The scheme is 

simpler than the previously developed one and uses 

smaller number of operations per sample; therefore, it 

leads in further speedup. 

Interestingly, the novel method does not require more 

precise data than the previous one and in some cases 

it can even lead in reduction of data width. The 

precision considerations will be presented along with 

the evaluation of the reduction of operations. 

Furthermore, it is shown that the new method leads in 

more efficient use of hardware resources if the 

algorithm is implemented in programmable hardware 

(FPGA). 

4. CONSLUSIONS 
The conclusion of the actual presentation will include 

qualitative and quantitative summary of the achieved 

results and features of the new method 
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EXTENDED ABSTRACT 

1. INTRODUCTION 
Facial animation is and always has been one of the 
most interesting topics in computer graphics. Modern 
virtual worlds and games already take advantage of 
the high performance of modern GPUs and use 
limited facial animation systems to enrich the user 
experience. This paper describes modern approach to 
implementation of a practical reusable animation 
system for use in generic applications such as: e-
learnig, language learning, communication and 
others. Importance is placed on reusability, ease of 
use and performance at the expense of the anatomical 
correctness of animation. 

Realistic synthesis of human faces is one of the most 
interesting and certainly one of the most difficult 
problems in computer graphics. First publications on 
the problem can be seen back in early 70’s [Par72]. 
Facial expressions can enhance believability, clarity 
and involvement of users in communication. Existing 
implementations and systems have to find optimal 
balance between realistic models and performance to 
achieve interactive response. 

2. FACE MODEL 
Ease of model setup and preparation for animation is 
important to us. Facial models must be easy to obtain 
and interchangeable in order to make the system 
reusable. To achieve real-time performance we use 
classic polygonal representation of the face, either 
scanned or synthetic, with a simple color texture for 
rendering. Mesh deformation and animation is 
achieved using customized virtual muscles [Wat87] 
implemented using vertex shaders. The user only 
needs to set up the facial muscle structure using a 
simple editor.  

3. RENDERING 
Visual quality and performance of the system is 
highly dependent on the rendering process. Modern 
GPUs are capable or rendering very high detail 
models at interactive frame rates and can deliver wide 
range of effects that improve realism [Gem07]. 

Subsurface light scattering and soft shadows are 
created using pixel shaders. Skin deformation and 
wrinkles are dynamically generated from virtual 
muscle contractions to improve results even further. 

Additional details such as hair, eyes, teeth and tongue 
have to be rendered in real-time and provide 
additional performance challenges on the rendering 
process and affect overall performance and quality. 

4. ANIMATION 
Facial expressions are determined by sets of virtual 
muscle contraction parameters. Animation is 
achieved using dynamically generated sets of these 
muscle contraction parameters, which can be 
obtained from various sources including: video 
processing, speech synthesis and classic key frame 
animation or animation between expression sets.1 

5. REFERENCES 
[Gem07] d’Eon, E. and Luebke, D. GPU Gems 3, 

Addison-Wesley Professional, Chapter 14, August 
2007. 

[Par72] Parke, I.F. Computer Generated Animation 
of Faces, Proc. ACM, August 1972. 

[Wat87] Waters, K. A Muscle Model for Animating 
Three-Dimensional Facial Expression,  
SIGGRAPH 87, vol. 21, pp. 17–24., July 1987 

                                                           
1 This work was supported by VG 1/0822/08 grant: 

Intelligent embedded systems. 
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EXTENDED ABSTRACT 

1. INTRODUCTION 
In the field of computer graphics, one of the most 
important parts is creation of virtual environments. In 
the last years there is a big interest in creation of 
virtual cities. Man can visit a “real” city using 
various services (e.g. Google Earth, Microsoft 
Virtual Earth …). There is a question: How to create 
an automatic virtual tour with respecting virtual 
space of environment and best viewpoints for scene 
parts. In our method we combine viewpoint entropy 
for obtain the best views and context method for 
combine the fist n views into virtual tour. 

2. VIEWPOINT ENTROPY 
Viewpoint entropy is low level method based on 
Shannon entropy. Viewpoint entropy is ratio of 
relative sizes of visible triangles and surface of 
bounding sphere.  

 
Where S is scene, p is viewpoint, Nf is number of 
polygons in the scene and Ai/At is visibility of surface 
regarding to viewpoint p. In our method we use as 
bounding object hemisphere because in the virtual 
cities we are limited by ground.  

3. CONTEXT METHOD 
We can use the hemisphere viewpoint entropy for 
standalone objects, but if we want to use it in the 
context of 3D virtual city, we are strongly limited by 
position of the objects. It is important to find only 
that camera positions where: 

a) The whole object is visible 
b) The bounding box (hemisphere) is cut by 

another and the number of viewpoints at 
hemisphere is reduced  

If both conditions are executed, we can find the first 
n best views around the objects.  Than we find the 
path around the objects using the Voronoi diagram, 
because there is a condition, that path from one 
viewpoint in first object to another viewpoint in 
second object, must lie outside the objects of the 
whole scene. There are also other conditions for 
construction of camera path.  
In our method there is possibility of adding some 
information to object (object weight) and for surfaces 
(surface weight) and use this information from e.g. 
reconstruction process to control the path of virtual 
tour through scene.   
 

4. ACKNOWLEDGEMENTS 
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EXTENDED ABSTRACT 

1. INTRODUCTION 
There are well known shading algorithms (Gouraud, 
Phong) for the surfaces shading. The problem is that 
such algorithms just approximate the real shading.  
Precise shading algorithms require the values of 
normal vectors at all points of rendered surface. 
Computation of normal vector for Cartesian and 
triangular parametric surfaces is presented in the 
paper.  

2. CARTESIAN SURFACES 
In [Yam] the normal vector surface for Cartesian 
Bézier surface of degree (n,m) is derived and it is 
expressed as a Bézier surface of degree (2n-1,2m-1). 
According to this rule normal vector surface for 
bilinear surface is again a bilinear surface. 
In [Boc] it is shown, that for normal vector surface in 
Bézier form 
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From (1) we can prove that for bilinear surface the 
surface of the normal vectors is a plane. It means that 
the normal vectors of bilinear surface we can 
construct as a linear interpolation of normal vectors 
in control points. Conclusion of this fact is that  
Phong's shading model is an exact shading model for 
bilinear surfaces. 

3. TRIANGULAR SURFACES 
The idea of the presentation of the normal vector 
surface for Bézier triangular surface as a Bézier 
triangular surface is presented here. Degree of 
resulting normal vector surface is 22 −n . So, from 
the point of view of effective visualization, quadratic 
Bézier triangles seems to be interesting, so as  

• they are natural generalization of planar 
triangles, 

•  they are able to model smooth surfaces, 
• normal vector surface is also quadratic. 

As the quadratic Bézier triangle is the simplest 
generalization of (planar) triangle, this approach 
generalizes Phong's shading model.  
The results of Phong's and our approach to shading 
are compared and shown in simple testing 
rectangular bilinear and triangular quadratic surfaces.  

4. ACKNOWLEDGMENTS 
The paper has been supported by grant projects 
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ABSTRACT
Our program BABELPDB allows browsing and interrogating the native and derived structural features of
biological macromolecules using data obtained from the Protein Data Bank (PDB). Major features of
BABELPDB are: (1) convert from PDB to other formats, (2) add or remove H atoms, (3) strip the crystallization
water molecules and (4) separate the -carbons (C ). The coordinates obtained with BABELPDB permit
characterizing the presence of hydrogen bonds (H-bond). The algorithm for detecting H-bonds is implemented in
our program TOPO for the theoretical simulation of the molecular shape. An example is given to illustrate the
capabilities of the software: the calculation of the fractal dimension of the lysozyme molecule with (1.908) and
without (1.920) H atoms. The numbers compare well with reference calculations performed with our version of
the GEPOL program and with the results from Pfeifer et al. For proteins, the C  skeleton extracted with
BABELPDB allows drawing the ribbon image, which determines the secondary structure of proteins.

Keywords
Information retrieval, Chemical structure, Secondary structure, Solvation water, -Carbon skeleton.

1. INTRODUCTION
Our program BABELPDB includes subprograms that
allows the following options to examine a particular
PDB structure: (1) convert from PDB to other
formats; (2) add or remove H atoms; (3) strip the
water molecules of crystallization and (4) separate C
atoms [Tor01]. BABELPDB would seem particularly
suited to educational purposes and an example of
how it might be used is given.

2. COMPUTATIONAL METHOD
Program BABELPDB allows browsing–interrogating
native–derived structural features of biological
macromolecules using data obtained from the Protein
Data Bank (PDB). The coordinates obtained with
BABELPDB allow characterizing the presence of
hydrogen bonds (H-bonds). The algorithm for
detecting H-bonds is implemented in program TOPO
for the theoretical simulation of the molecular shape.

3. RESULTS AND DISCUSSION
An example illustrates the capabilities, i.e.,
calculation of the fractal dimension of lysozyme with
and /without H atoms. The numbers compare with
reference calculations performed with program
GEPOL. For proteins, C  skeleton allows drawing
ribbons image, which determines secondary structure.

Provisional conclusions follow.

1. Our program BABELPDB has been written for the
search, retrieval, analysis and display of information
from database PDB. Several options are allowed.

2. The fractal dimension of lysozyme has been
calculated with and without H atoms.

3. For proteins, the C  skeleton extracted with
BABELPDB allows drawing the ribbon image,
which determines the secondary structure of proteins.

4. It is still to be explored the methodological
application of these computational programs
enriching the present teaching techniques.

4. REFERENCE
[Tor01] Torrens, F., and Castellano, G., A new tool

for interrogation of macromolecular structure in
chemical education, in: Seijas, J.A., and Vázquez
Tato, M.P. (eds.). Synthetic Organic Chemistry,
MDPI, Basel (Switzerland), Vol. 12, pp. 1-17,
2008.

Permission to make digital or hard copies of all or part
of this work for personal or classroom use is granted
without fee provided that copies are not made or
distributed for profit or commercial advantage and
that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior
specific permission and/or a fee.
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ABSTRACT
Geometric Algebra (GA) is a mathematical framework that allows a compact, geometrically intuitive description of
geometric relationships and algorithms. These algorithms require significant computational power because of the
intrinsically high dimensionality of geometric algebras. Algorithms in an n-dimensional GA require 2n elements
to be computed for each multivector. GA is not restricted to a maximum of dimensions, so arbitrary geometric
algebras can be constructed over a vector space Vn. Since computations in GA can be highly parallelized, the
benefits of a parallel computing architecture lead to a significant speed-up compared to standard CPU implemen-
tations, where elements of the algebra have to be calculated sequentially. An upcoming approach of coping with
parallel computing is to use general-purpose computation on graphics processing units (GPGPU). In this paper,
we focus on the Compute Unified Device Architecture (CUDA) from NVIDIA [2]. We present a code generator
that takes as input the description of an arbitrary geometric algebra and produces an efficient implementation of
geometric products for the underlying algebra on the CUDA platform.

Keywords: Geometric Algebra, Geometric Computing, GPU, CUDA.

1 INTRODUCTION

Geometric Algebra (GA) has become more and more
popular in different fields of research. Due to its above
mentioned properties it is possible to develop very com-
pact algorithms while keeping them intuitive. One ma-
jor drawback is the reduced performance when apply-
ing GA algorithms without further processing. But re-
cent research has shown that it is possible to speed up
GA algorithms drastically by means of static code op-
timization and switching to parallel computing archi-
tectures like field-programmable gate arrays (FPGA)
or CUDA, which even leads to performance improve-
ments compared to standard implementations [1].

Many applications of GA require a very large number
of calculations to be processed, e.g. feature extraction
algorithms [3]. In most cases it is necessary to define
highly customized non-standard algebras in order to fit
the problem statement. What these problems have in
common is a remarkable amount of parallelization re-
quired to fulfill the constraints of reduction. In theory,
this can lead to virtually infinite operations which have
to be executed concurrently in order to decrease the or-
der of time complexity.

In this paper, we investigate the potential of execut-
ing GA operations on parallel architectures. We focus
on the implementation of arbitrary geometric products
on the CUDA platform as a means for evaluating the
performance of parallel computing in GA compared to
standard implementations. We implement the calcula-
tion of the geometric product without any restrictions to
the underlying algebra and associated metric and signa-

ture. We exploit the property that elements of the re-
sult multivector can be easily computed in parallel, e.g.
each one in a separate (parallel) thread on a CUDA-
enabled GPU. Therefore, we present a code generator
that produces the CUDA code which calculates the ge-
ometric product of the related algebra and can be em-
bedded in order to speed up algorithms.

Our approach takes as input the description of an
n-dimensional algebra in terms of a metric or signa-
ture and calculates a data structure describing the el-
ementary product of all possible combinations of ba-
sis blades. This can be seen as a lookup table that
is first optimized according to GA simplifications and
then used to generate expressions for the individual re-
sult multivector components that only depend on the
coefficients of the input multivectors to be multiplied.
Finally, these expressions are translated into parallel
CUDA code that calculates the result multivector and
can be used for efficient calculation of the geometric
product.

As a result, we evaluate the performance of the par-
allelized geometric product to get an estimation on the
impact of parallel computing on problems in GA.

REFERENCES
[1] H. Lange, F. Stock, D. Hildenbrand, and A. Koch. Acceleration

and Energy Efficiency of a Geometric Algebra Computation us-
ing Reconfigurable Computers and GPUs. FCCM, 2009.

[2] NVIDIA. The CUDA home page. http://www.nvidia.
com/object/cuda\_home.html, 2009.

[3] M. T. Pham, K. Tachibana, E. M. S. Hitzer, T. Yoshikawa, and
T. Furuhashi. Classification and Clustering of Spatial Patterns
with Geometric Algebra. AGACSE, 2008.
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EXTENDED ABSTRACT 
We present a method of partially matching two 
shapes, aimed to support 3D scanning applications. 
To digitize the surface of a 3D object, a number of 
scan views are taken from different angles, 
collectively representing the entire surface of the 
object. The registration process assigns a 
transformation to the scan views such that the surface 
of the object can be reconstructed. The motivation of 
our work is to provide an initial geometric model to a 
designer who develops the shape further using 
Computer-Aided Design. We propose a method of 
pairwise shape matching of partial scans, without 
depending on any distinct geometric feature type. 

 The problem of matching two shape representations 
A and B is to find a rigid transformation M such that 
MB and A have the correct relative placement. A and 
B each represent a portion of a surface of a 3D object 
and there exist subsets of A and of B representing the 
same portion of that object, called the overlap region. 
The congruence of the overlapping portions has been 
defined by a matching index I, which is maximized to 
attain the right relative placement of the two shapes. 
At these maxima we have candidate overlaps and can 
compute the transformation matrix M. We propose a 
method of pre-alignment based on quasi-exhaustive 
sampling of the 6D configuration space of M and I(A, 
MB) representing the degree of consistency of shapes 
A and MB. The preprocessing we do is down-
sampling MB from about 20,000 to 250. Shape A is 
left at full sampling precision. Then we compute the 
distance of down-sampled MB to A as: 
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where aj and bi are points in A and MB, Damping 
term c will not influence the location of the maximum 
for I. Since the calculation of I(MB) is highly 
parallelizable we have partially implemented the 
computation on a Graphical Processing Unit (GPU). 
For each combination of x- and y shift in M a thread 
block is launched on the GPU. The z-shift is handled 

within the thread block. Each thread calculates the 
contribution of a single point to index I. Rotations of 
MB are performed on the CPU. We have investigated 
the usability of I from two respects: 1) the goodness 
for detecting overlap regions and 2) efficiency with 
regard to interactive application. We present 
preliminary results here, based on a small number of 
scanned objects. 

 
In the figure above, two overlapping scan views of a 
simple car model are shown. The number of points in 
A and B are 6107 and 6518, respectively. Using 16 
steps over 40 degrees for the three rotation axes and 
16 steps for the three translation directions over the 
bounding boxes of A and B, I was computed 166 = 
16.8 million times. The highest I produced the correct 
M and hence registration of the two scan views, found 
in a few minutes of computation time. 

We have not yet achieved sampling of the full 6D 
configuration space with sufficiently small step size 
in acceptable times for interactive application. In this 
case the user should get feedback about success or 
failure of the matching of the scan view just taken 
after not much longer than 10s. Using the current 
algorithm, the method is applicable if the user would 
follow operation instructions (typically to exert 
limited rotation) to ensure that sufficient overlap 
remains between two scans. In order to release these 
restrictions and to speed up the calculation, several 
improvements are necessary. The definition of I 
could be changed or A could be down sampled too. 
To our best knowledge there are no previous reports 
about practically usable results of similar methods. 
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The automatic detection and reliable tracking of 
feature points is an important part of many computer 
vision methods. It is used e.g. in algorithms for 
computing structure from motion, camera calibration, 
camera motion estimation and in a variety of other 
computer vision fields. One of the most widely used 
algorithms for feature point detection and tracking is 
the KLT tracker proposed by Kanade, Lucas and 
Tomasi. Although this algorithm provides good 
quality tracking results, its computational complexity 
limits its usage to standard definition video for 
realtime applications when implemented in software. 
For realtime feature point tracking in high definition 
video an alternative technology needs to be 
considered. Because of its tremendous computation 
capabilities Graphic Processing Units (GPU’s) gain 
significant attention for computer vision tasks. In this 
paper we report experiences and results of porting the 
KLT tracker to the GPU. We use the “Compute 
Unified Device Architecture” (CUDA), a C-like 
programming language for general-purpose GPU 
programming proposed by NVIDIA. The two key 
components of the KLT tracker are feature point 
detection and feature point tracking. The feature 
point detection takes into account only corner-like 
feature points which are well suited for reliable 
tracking. Detected points are then tracked by 
calculating the translation which minimizes the 
dissimilarity between point-centered windows in two 
consecutive images. For the feature point detection, 
we propose to do all steps of the detection process, 
except the last one, on the GPU. The first steps can 

be ported efficiently to the GPU as they are good 
parallelizable. In contrast, the last step, which 
enforces a certain minimum distance of each feature 
point to the others, is not well suited for execution on 
the GPU as it is inherently serial. The feature point 
tracking is done on a multi-resolution image 
representation (pyramid) to allow for large motion. 
The calculation of the pyramid, and also the tracking 
itself is done completely on the GPU. The tracking is 
well suited for parallelization, as for each pyramid 
level the estimation of the optical flow for one feature 
point can be done independently from the others. We 
compare the CUDA implementation with the highly 
optimized OpenCV KLT tracking functions in terms 
of quality and speed. A significant speedup with 
respect to the OpenCV routines can be noticed. 
Furthermore, some additional experiments are done 
to evaluate the influence of different paremeterization 
(window size, number of tracked points, etc.) on the 
runtime of the GPU routine. Our GPU 
implementation achieves realtime (> 25 frames per 
second) performance for High Definition (HD) video 
sequences, successfully tracking several thousands of 
points. As nearly the entire work for feature point 
detection and tracking is done on the GPU, the CPU 
is free for doing higher-level computer vision tasks, 
e.g. for estimating the camera motion from the 
tracked points. In summary, the GPU implementation 
achieves a significant speedup compared with an 
optimized CPU implementation, which allows the 
analysis of high resolution video sequences in 
realtime.

Keywords 
KLT, feature point tracking, Lucas Kanade, corner detection, optical flow, motion estimation, GPU, CUDA 
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EXTENDED ABSTRACT

1. INTRODUCTION
This document presents a novel method of image 
preprocessing based on Shannon's entropy. The 
method is developed specially for microscopy images 
captured in phase-contrast mode. But it can be used 
in many others applications. Many variants of using 
entropy are described in the paper and differences are 
discussed. Performance of individual methods is
illustrated. Finally, implementation on graphics cards 
to overpass higher computation requirements of the 
algorithm is described. The total speed-up of the 
processing is about 3600x.

2. RESULTS

Figure 1. From left to right: HeLa cell line 
experiment using phase contrast; Green alga 
Scenedesmus using bright field microscopy; 

Chinese goldfish digital camera picture

One of the powerful tools is based on evaluation of 
information entropy using the Shannon equation. 
Although the formula is well known, there are still 
many ways how to use it.

To prove the usability of developed approach, we
performed the tests on several biological samples 

from different experiments (Figure 1). For all kinds
of images the algorithm performance is very good.
3. GPU IMPLEMENTATION
The algorithm described in the paper gives a very
good results but its time-consumption is huge. Some 
much faster implementation was needed for practical 
usability of our algorithm. The first implementation 
was done in Matlab. We started optimization and a 
speed-up by factor 12x was achieved mainly due to 
precomputed histograms. The C++ implementation
with logarithms in single-float precision gives a 
speed-up by factor 6. Additional 2x speed-up was 
obtained by using AMD performance library 
Framewave. A multi-core implementation is no 
problem also. The third step of optimization was an 
implementation on graphics cards. The algorithm was 
done in CUDA. Times of processing 2Mpix and 
6Mpix images and cumulative speed-ups for all 
implementations are shown in Table 1.

Version Elapsed Time Total
speed-up2Mpix 6Mpix

Matlab 27 min >2 hour -
Matlab 
optimized 136 s 13 min 12x

C++ 21.8 s 128 s 72x
C++ Framewave 11.2 s 64 s 150x
CUDA GPU 0.45 s 2.75s 3600x

Table 1. Processing times and speed-ups
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EXTENDED ABSTRACT 
Visualization is a powerful tool, assisted for a 
human being in the process of knowledge discovery 
in large data sets. The data represented in a visual 
form are more informative then the raw numeric 
data. Here we combine vector quantization and 
visualization. 
Vector quantization is a classical approximation 
method that usually forms a quantized 
approximation to the distribution of the input data 
vectors n

lX R , 1,...,l m , using a finite number 

of codebook vectors n
iM R , 1,...,i N , here N is 

the number of codebook vectors. Once the codebook 
is chosen, the approximation of Xl means finding the 
codebook vector (neuron) Mi closest to Xl [Koh01]. 
Here two methods based on neural networks are 
analyzed: self-organizing map (SOM) [Koh01] and 
neural gas (NG) [Mar91]. 
After the networks training, n-dimensional input 
vectors Xl have been mapped – each input vector is 
related to the nearest neuron. The neurons related 
with the input vectors are called neurons-winners. 
In the case of the rectangular topology of SOM, we 
can draw a simple table with cells corresponding to 
the neurons. However, the table does not answer the 
question, how much the vectors of the neighbouring 
cells are close in the n-dimensional space. A natural 
idea arises to apply the distance-preserving method 
to an additional visualization of the neurons-
winners. Multidimensional scaling may be used for 
this purpose.  
Multidimensional scaling (MDS) refers to a group of 
methods that are widely used for a dimensionality 
reduction and visualisation of multidimensional 
data. The starting point of the multidimensional 
scaling is a matrix consisting of pairwise proximities 

of the data. The goal of MDS is to find lower-
dimensional vectors, such that the distances between 
the vectors in the lower-dimensional space were be 
as close to the original distances (or other 
proximities) as possible [Bor05]. 
In [Dze06], the integrated combination of SOM and 
the MDS-type method is proposed and discussed. 
Multidimensional vectors are visualized by MDS 
taking into account the process of SOM training. It 
is shown that smaller quantization errors are 
obtained by NG than SOM [Kur09], so it is 
purposeful to combine NG with MDS, too.  
In this paper, we propose the integrated combination 
of neural gas and multidimensional scaling. 
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Near-Rigid Clusters
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ABSTRACT

Segmenting 3D deforming triangular mesh into near-rigid components is useful for many practical applications. In this paper,
we introduce a new hierarchical and adaptive approach for clustering mesh vertices with similar motions using local charac-
teristics. We extend motion based static clustering developed in the context of compression, to find a more flexible clustering
process. We want to minimize the deviation in the local coordinate frame of each cluster to obtain low-motion partitioning.
The algorithm starts with an initial partitioning of very small number of clusters (using static clustering), then iteratively find
new seed point of large motion, add a new cluster and update the partitioning until the cost function converges or the predefined
number of clusters is attended. This algorithm can be well applied to different kinds of deforming meshes whose connectivity
and the number of vertices does not change over time, and no information about how the motion is generated, is necessary.
To evaluate the clustering approach, we introduced a metric defined by the average deviation of the local coordinates over all
clusters, over time. Visually as well as metrically, iterative clustering approaches exhibit better partitioning than static clustering
or region growing based algorithms.

Keywords: dynamic meshes, clustering, local coordinate system, euclidian distance.

Segmentation examples: the elephant (10 clusters), cow (6 clusters), chicken (10 clusters),
dolphin (9 clusters) and dance (14 clusters) animations.

A comparison between the iterative clustering algorithm (left), static clustering (middle)
and region growing (right) based algorithms for segmenting the same elephant sequence.

1
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A “vector” in 3D computer graphics is commonly 
understood synonymous to a triplet of three floating 
point numbers, eventually equipped with a set of 
functions operating on them. This hides the fact that 
there are actually different kinds of vectors, each of 
them with different algebraic properties and 
consequently different sets of functions. In this 
article we will discuss what meta-information is 
required to uniquely identify a specific type of vector 
in addition to its purely numerical values. 
Differential Geometry (DG) and Geometric Algebra 
(GA) are the appropriate mathematical theories to 
describe these different types of “vectors”. They 
consistently define the proper set of operations 
attached to each class of “floating point triplet”. We 
shortly review the various types of “vectors” in 3D 
computer graphics such as “normal” and “axial” 
vectors, their relations to rotations and quaternions, 
and connect these to the terminology of co-vectors 
and bi-vectors in DG and GA. We will elaborate on 
less known facts about the use of bi-quaternions in 
relativity, allowing for instance a more insightful 
formulation to determine the Newman-Penrose 
pseudo scalars from the Weyl tensor. 
We will show the concrete application of these 
concepts in two independently developed computer 
graphic software packages, where Geometric 
Algebra is used for navigating the camera position in 
space and time. It will be demonstrated that use of 
GA and the sometimes mystified concept of spinors 
eases implementation and intuition significantly. 
Another application example is given by a simulation 
code solving Einstein’s equation in general relativity 
numerically on supercomputers, outputting the 
Newman-Penrose pseudo scalars as primary 
quantities of interest to study gravitational waves, 
both for visualization and observational verification.  

Beyond using these data types internally within an 
application in volatile memory, we will also describe 
how the metadata information required per “vector” 
can be provided in persistent storage, such as for 
writing datasets of vectors archived within files. 
Large datasets being expensively collected or 
generated by simulations requiring millions of CPU 
hours, it is increasingly important and difficult to be 
able to share and correctly interpret such datasets 
years after their generation, across different research 
groups from different fields of science. A unique, 
standardized, extensible identification of the 
geometric properties of the dataset elements is a 
necessary pre-requisite for this.  
Apart from visualization, post-processing and further 
analysis of existing or newly generated datasets is 
important in the high performance community 
(HPC). Frequently, different tools expecting different 
data formats have to be coupled in this analysis 
chain. Data have to be transferred between different 
HPC or data centers, and have to be converted to 
different file formats. A standard way of expressing 
geometric properties of non-scalar (vector or tensor) 
values can prevent conversion errors, similar to the 
way in which the IEEE standard for floating point 
values enables sharing floating point values. We 
utilize the mechanisms as provided by the HDF5 
library here, a generic self-describing file format 
developed for large datasets as used in high 
performance computing. It allows specifying 
metadata in addition to the purely numerical data, 
providing an abstraction layer for specifying the 
mathematical properties on top of the lower-level 
binary layout. We will give concrete examples on 
how to use this abstraction layer to formulate vector 
properties for DG and GA, and discuss the benefits 
and potential that lays in this approach. 
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EXTENDED ABSTRACT 

1. INTRODUCTION 
The important of images analysis is increasing in 
many real world applications. Among the many 
operations that could be done with images, retrieval 
and matching are very common. Text-based image 
retrieval is used but its main limitation comes from 
the difficulty in describing an image with a limited, 
generally sort, number of words. An alternative is 
Content-Based Image Retrieval, which try to 
reinforce the low level visual feature analysis with 
the richness of human semantics. In the last few 
years many paper have being published in this area, a 
review can be seen in [Liu07]. They conclude that 
there is not a generic approach for high level 
semantic-based image retrieval. The research is on 
the specific application with limited results. A lot 
more research is needed in the characteristic of 
images; obtaining relevant in the low level feature 
could be crucial for the semantic level. Our paper 
concentrates on looking for good measurement for 
image matching and retrieval in the low level. 

2. THE KS TEST 
The statistical comparison of distributions is 
important for data analysis. One popular method of 
comparing two empirical distributions is the test of 
Kolmogorov-Smirnov (KS) ([Kol33] , [Smi39]). 
This is a non-parametric tests relate to the greatest 
discrepancy between two cumulative distributions. 
The KS test was extended for data in two dimensions 
by Peacock (1983). Unlike for the one-dimensional 
case where the work of Kolmogorov gave a good 
yield for theoretical grounds, the Peacock´s KS test 
for two dimensions has no theoretical justification for 
asymptotic convergence; therefore the significance of 

some parameters has to be found from numerical 
experimentation. 

3. APLICATION TO IMAGES 
The KS test has been used in this paper to compare 
the brightness of two images, and a parameter is 
given in order to say if two images are similar or not. 
The test is performed in order to see if the values in 
the two images are coming from the same 
distribution and therefore are similar images. To do 
this the Sobol quasi-random sequence for two 
dimensions is used. 

4. RESULTS 
The method is straightforward in the sense that there 
is not parameter tuning. Given the two images the 
method is going to tell is the images are similar or 
different to a signification level. The limitations are 
that is not rotational, translation or scale invariance. 
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EXTENDED ABSTRACT 
Reverse Engineering is a complex process that is 
central to industry, arts, archaeology and 
architecture. In this paper we focus on re-engineering 
solid objects for which we have acquired the point 
cloud of their boundary. Subsequently we wish to 
obtain a 3D CAD model which is editable and 
manufacturable. Most previous approaches have 
dealt with this problem considering only mechanical 
parts and employing feature-based knowledge to 
detect and represent holes, chamfers, extrusions, 
protrusions etc. It is important to provide means for 
editing 3D objects that respect object morphology 
and topology. Various authors have considered 
creating reverse engineered 3D models. Some 
researchers have dealt with the tedious task of 
making their model editable. This is often 
accomplished by incorporating local and global 
geometric constraints in the CAD model. In plain 
solid reconstruction a geometric model is captured 
directly from the geometry of the point cloud 
acquired by 3D laser scanning. This method is 
commonly used in modeling sculptures in arts. These 
techniques are quite accurate but do not support large 
scale modifications, additions or other high level 
operations to the extracted model. 
In this paper, we present a novel computer aided re-
engineering paradigm based on careful slicing of a 
3D point cloud and sophisticated post processing of 
all resulting cross sections. Post processing aims to 

eliminating noise and partitioning the point set to 
point sequences that correspond to low degree curve 
segments. The curve segments are then approximated 
using quadratic rational Bezier curves. We then 
subdivide the curve segments in equilength chord 
segments and use the corresponding points to 
perform 3D skeleton-driven mesh reconstruction. 
Figure 1 illustrates the overall process. 

 
Figure 1: Process Steps 

 
We have developed an effective and efficient method 
to build a 3D CAD model from a given point cloud 
that represents accurately the surface of the object. 
We have evaluated the usability of our method with 
very good results even for users with no former CAD 
software experience. Our method provides tools for 
robust and accurate editing of the produced CAD 
model prior to remanufacturing. 

 
 

               (a)                                     (b)                                             (c) 
Figure 2. (a) Automatic intermediate slice generation. First slice is in red, second slice is in green and the 

intermediate slice is shown in purple. (b) Reconstructing the original object (c) Edited object
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EXTENDED ABSTRACT 
1. INTRODUCTION 
Image processing under geometrical transformations 
induced by change of a mutual location and/or 
orientation of object and video sensor has been 
widely considered for the last half of the century. 
Depending on the viewing conditions next models of 
transformations were used: translation, scaling, 
rotation, skewing, Euclidian motion, Euclidean 
similarities, Affine and projective groups of 
transformations. Starting with pioneer works [Hu62a, 
Ama66a], the progress development took two 
directions. First (the basic one) is a construction of 
invariants to the given kind of deformations. Second, 
named as image normalization, provides search of 
the transformation parameters and alignment (by 
back propagation) of the image to template. This 
approach besides recognition via comparing with the 
template, provides spatial transformations 
evaluations, i.e. perform the image tracking. It should 
be noted that the most valuable results have been 
obtained for the linear geometrical transformations. 
For the nonlinear image transformations till now the 
acceptable results were obtained in [Kin03a, Put90a] 
for separate subgroups of projective group only. In 
this paper on the base of groups representation theory 
a method for image projective transformations 
normalizators synthesis is proposed. 

2. PROJECTIVE TRANSFORM 
The task is formulated as following. Let image 
B( , )x y  be connected with some template 0B ( , )x y  
by the projective group effect, i.e. 

0
11 12 13 21 22 23

31 32 33 31 32 33
B ( , ) B( , )a x a y a a x a y ax y

a x a y a a x a y a
+ + + +

=
+ + + +

 

or in the homogeneous coordinates 
T T0 1B ( , , ) B(A( , , ) )z=u v z u v z=⏐ , 

where z , zx u y v= = , A  is a projective 
transformation matrix, A 0det ≠ . Search of the 

matrix parameters provides image normalization 
(alignment to the template). 
Projective transformations of the distortions are 
represented by the action of SL(3, )  group. The 
core of matrix A  search method consists in 
constructing the equivariant mapping from the image 
space into the set of the homogeneous polynomials 
of second and forth order, and then quadratic form 
pairs. In other words images projective 
transformation are replaced by linear transformation 
and unknown parameters are defined by reducing the 
quadratic forms pair to canonical form. 
Unfortunately computational model of this procedure 
is rather complicated. Specifically for the 
concomitant constructing the images second 
derivatives are used, what tends to the significant 
reduce of stability. Nevertheless despite of the 
number of the limitations using the finite-
dimensional representations of the geometrical 
transformations groups has certain perspectives for 
3D object transformations evaluations. 
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EXTENDED ABSTRACT 
 

1. INTRODUCTION 
The research area of this work is visualization of 

large multidimensional datasets. Visualization is a 

useful tool for data analysis, especially when the data 

are unknown. However, if the dimension is huge, it is 

difficult to produce robust visualization. Therefore, 

the dimensionality reduction technique is needed. 

The aim of the projection method is to represent the 

input data items in a lower-dimensional space so that 

certain properties of the structure of the data set were 

preserved as faithfully as possible. 

This paper focuses on dimensionality reduction 

methods as a tool for the visualization of large 

multidimensional datasets. The most common 

methods allocate a representation of each data point 

in a lower-dimensional space and try to optimize 

these representations so that the distances between 

them were as similar as possible to the original 

distances of the corresponding data items. 

2. DATA VISUALIZATION USING 

NEURAL NETWORK 
SAMANN [Mao95], [Med06] is an unsupervised 

backpropagation algorithm for training a multilayer 

feed-forward neural network in order to perform 

Sammon„s projection [Sam69]. This algorithm 

preserves all the interpattern distances as well as 

possible. The SAMANN network offers a 

generalization ability of projecting new 

multidimensional data, which are not present in the 

original Sammon‟s algorithm. 

A drawback of using SAMANN is that the training 

process is extremely slow. The ways of speeding up 

the network training process are: a) to use parallel 

computing; b) to train the network by a subset of the 

primary (multidimensional) datasets.  

The investigations of the visualization quality using 

the SAMANN neural network with sets of different 

sizes of the primary datasets have showed that it is 

possible to train the network using only a part of the 

analyzed dataset without loss of accuracy. In this 

work real datasets were used to investigate the ability 

to visualize large multidimensional datasets using 

SAMANN. 

The results of experiments have shown that it is 

suffices to form a subset of 5–10% of the analyzed 

dataset for training the SAMANN network. In such 

case, lower projection errors are obtained faster 

(more than 10 times) than by training with all the 

points of the set. 

The usage of the reduced dataset for SAMANN 

training enabled us to process large datasets and to 

get good enough results within reasonable time. 

Parallel computing has been used in the experiments 

to find the optimal subset for the neural network 

training. 
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EXTENDED ABSTRACT

 
First we introduce basic Geometric Algebra (GA) 
multivector functions. For these functions we define 
the coordinate independent vector differential and the 
vector derivative. This includes explicit examples 
and basic differential geometric calculus rules.  

Then we motivate and define the GA Fourier 
Transformation (GA FT) for the GA of real 
Euclidean 3-space and give examples of its 
application. We give an overview of its most 
important properties (higher dimensional geometric 
generalizations of scalar complex Fourier 
Transformation properties). We show how to 
generalize the GA FT to higher dimensions and 
explain what role characteristic GA non-
commutativity plays. Known applications include 
uncertainty, LSI filters (smoothing, edge detection), 
signal analysis, image processing, fast (multi)vector 
pattern matching, visual flow analysis, sampling, 
(multi)vector field analysis. GA FTs can be 
discretised and fast GA FT algorithms are available.  

Next we introduce several types of socalled 
Quaternion Fourier Transformations (QFT). We 
explain their mutual relations, genuine 2D phase 
properties, their geometric transformation properties, 
discrete versions and fast numerical implementations. 
Applications include, partial differential systems, 
colour image processing, filtering, etc. Geometric 
Algebra relationships enable wide ranging higher 
dimensional generalizations. As an example we 
generalize to a Spacetime Fourier Transform, which 
naturally leads to multivector wave packet analysis in 
physics, and directional uncertainty, now with 
additional geometric insight. 

 

While the GA FT is global, we introduce in the last 
part the local GA wavelet concept in the GA of real 
Euclidean 2-space and Euclidean 3-space, using 2D 
(3D) translations, dilations and rotations combined in 
the similitude group SIM(2), or SIM(3), respectively. 
Multivector mother wavelet functions need to fulfill 
the admissibility condition, which includes an 
admissibility constant with scalar and vector parts. 
We define the invertible GA wavelet transformation 
and discuss its main properties. An explicit example 
is the GA Gabor multivector wavelet. Generalizations 
to n = 2,3(mod 4) and in Cl0,n to n = 1,2 (mod 4) are 
straight forward. 
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ABSTRACT

In this paper, we investigate computers suitable for geometric algebra algorithms. While these geometric algebra computers
are working in parallel, the algorithms can be described on a high level without thinking about how to parallelize them. In this
context two recent developments are important. On one hand, there is a recent development of geometric algebra to an easy
handling of engineering applications, especially in computer graphics, computer vision and robotics. On the other hand, there
is a recent development of computer platforms from single processors to parallel computing platforms which are able to handle
the high dimensional multivectors of geometric algebra in a better way.
Geometric algebra covers a lot of other mathematical systems like vector algebra, complex numbers, Plücker coordinates,
quaternions etc. and it is geometrically intuitive to work with. Furthermore there is a lot of potential for optimization and paral-
lelization. We present our geometric algebra compilation approach for current and future hardware platforms like reconfigurable
hardware, multi-core architectures as well as modern GPGPUs.

Keywords: Geometric algebra, GPGPU, multi-core-architecture, Verilog, OpenCL, CUDA, OpenMP, Ct, Larrabee.

1 EXTENDED ABSTRACT

The foundation of geometric algebra was laid in 1844
by Hermann Grassmann whose 200th birthday we are
celebrating this year. His work was continued by the
English mathematician W. K. Clifford in 1878. Due to
the early death of Clifford, the vector analysis of Gibbs
and Heaviside dominated most of the 20th century,
and not the geometric algebra. Geometric algebra has
found its way into many areas of science, since David
Hestenes treated the subject in the ’60s. In particular,
his aim was to find a unified language for mathematics,
and he went about to show the advantages that could
be gained by using geometric algebra in many areas of
physics and geometry. Many other researchers followed
and showed that applying geometric algebra in their
field of research can be advantageous, e.g. in engineer-
ing areas like computer graphics, computer vision and
robotics. During the past decades, especially from 1986
until 2002, processor performance doubled every 18
months. Currently, this improvement law is no longer
valid because of technical limitations. Now, we can rec-
ognize a shift to parallel systems and most likely these
systems will dominate the future. Thanks to multi-core
architectures or powerful graphics boards for instance
based on the CUDA technology from NVIDIA or on
the future Larrabee technology of INTEL, one can ex-
pect impressive results using the powerful language of
geometric algebra.

There is already a very advanced pure software solu-
tion called Gaigen as well as some pure hardware so-
lutions geometric algebra algorithms (see a survey in
[2]).

We propose to combine the advantages of both soft-
ware and hardware solutions. We use a two-stage com-

pilation approach for geometric algebra algorithms. In
a first step we optimize geometric algebra algorithms
with the help of symbolic computing. This kind of op-
timization results in very basic algorithms leading to
highly efficient software implementations. These algo-
rithms, foster a highly degree of parallelization which
are then used for hardware optimizations in a second
step. As examples for geometric algebra computers we
present

• a FPGA(field programmable gate array) implemen-
tation of an inverse kinematics algorithm. This so-
lution is about 300 times faster [1] (3 times by soft-
ware optimization and 100 times by additional hard-
ware optimization) than the conventional software
implementation.

• examples on how to implement geometric algebra
algorithms on multi-core architectures. Multivec-
tors of a n-dimensional geometric algebra are 2n-
dimensional. Since all of their coefficients can be
computed in parallel, arbitrary geometric products
benefit a lot from highly parallel structures.

• a OpenCL/CUDA implementation for arbitrary geo-
metric products.
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ABSTRACT
Suppose we only know of some elements how an even
versor transforms them, how do we then solve for the
unknown versor V ? We present a method that works
in n-D geometric algebra for n exactly known vector
correspondences.

The method is based on the definition of a quantity
Dk, defined as the sum of reconstructions of the projec-
tions of the versor V on basis k-blades:

Dk = ∑
(nk ) basis k-blades X

X r (XcV )/V,

where X r denotes the reciprocal of X on the chosen ba-
sis.

• On the one hand, we demonstrate that this quantity
Dk can be computed from the data for any k, when
one knows the correspondence “ xi goes to x′i ” be-
tween n independent vectors (i = 1, · · · ,n).

The crucial step is to show that any k-blade X in
the expression (XcV )/V is expressible as a weighted
sum of geometric products of the xi and x′i. To be
specific, for k = 1 this is:

(xicV )/V = 1
2 (xi V −V xi)/V = 1

2 (xi− x′i),

in which we recognize the chord xi under the trans-
formation; for k = 2 it is:

((xi∧ x j)cV )/V = 1
4 (xi x j− xi x′j + x j x′i− x′j x′i).

The computability of Dk for other k is demonstrated
by giving an iterative recipe.

• On the other hand, Dk can be shown to be directly
related to weighted sum of the parts of various grade
VK of the versor V :

Dk =
n

∑
K=0,2,···

(K
k )VK/V,

using result (2.41) from [4].

We demonstrate that from these equivalences, one can
always construct a set of independent linear equations
to find the VK/V from the measured correspondences,
and with that exactly determine the original versor V
(modulo an irrelevant scale) through:

V/V0 = (1−∑
K

VK/V )−1.

This method leads to a closed form solution for V/V0
for any dimension n. As such, it is more structural
than an ad hoc method for low-dimensional cases in [4]
(their pg. 111).

We show that our method includes the useful spe-
cial case (from [6]) that the rotor in R3 rotating a
frame (e1,e2,e3) to a frame (e′1,e

′
2,e
′
3) is proportional

to 1 + ∑i e′i er
i (where the superscript r denotes the re-

ciprocal).
But we can apply the method much beyond that: in

the conformal model of geometric algebra for instance
[1, 3, 5], it can be used to determine a Euclidean mo-
tion in 3-D from a frame correspondence. The required
5 conformal vector correspondences are then: the frame
location, the three frame directions, and the invariance
of the point at infinity. We prove that this rigid body
motion versor is proportional to 8− 5D̃1 + 2D̃2, or
equivalently to 1−D̃2 +5D̃4 (among several alternative
forms).

However, the method can not be applied to determine
an arbitrary conformal transformation from point and
frame data alone, since crucial weight information on
the versor transformation is then lacking. In that case,
one should use [2] instead (which incidentally uses our
n-D Euclidean result for part of its computation).

Keywords: geometric algebra, versor, correspondence
data, conformal model, Euclidean motion, rigid body
motion
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ABSTRACT 
The use of geometric algebra to generate rigid body motions is investigated. In particular, means for handling the 
exponential function within the algebra are presented and used to create smooth motions. 

Keywords 
Geometric algebra, exponential function, smooth motion, interpolation. 

1. EXPONENTIALS AND MOTIONS 
The ideas of geometric (Clifford) algebras have been 
known since the 1800’s. However they fell into 
disuse, and interest was only regained in the last ten 
years or so. Now they are used in a number of areas, 
including quantum physics and computer vision. One 
particular application is in describing smooth 
motions, such as the kinematics of robotic systems 
and mechanisms [Etz99]. In this context, and in 
others, the use of geometric algebra is closely related 
to the use of quaternions and dual quaternions 
[Pur08]. 

A consequently relevant question is whether it is 
possible to use geometric algebra to represent rigid 
body transforms (translations and rotations) in the 
same form. This has been shown to be possible 
[Mul04] provided that the square of one of the basis 
vectors is either infinite or zero. The former approach 
is effected by treating infinity as the reciprocal of a 
small real scalar which is allowed to become 
vanishingly small. The geometry thus modelled is a 
projective geometry, in this case RP3. 

One of the reasons why quaternions, in particular, are 
now used regularly for rotations in computer graphics 
is the ability to interpolate using them in equal steps 
[Sho85]. This has given rise to the construction 
known as the slerp, which effectively makes use of 
the exponential function. Exponentials can also be 
used in a similar fashion in conformal geometric 
algebra [War08] and with matrix representations of 
transforms [Ozg07]. 

The aim of this paper is to investigate the use of the 
exponential function in the geometric algebra model 
of projective geometry, and in particular how to deal 
with the vanishingly small terms. 

 

The exponential is constructed in two equivalent 
ways. The first makes use of an isomorphic 
representation of the algebra as matrices over the 
quaternions. The second is a direct application of the 
power series, making allowance for the fact that more 
than one even grade element can induce the same 
rigid body transform. Use is made of Chasles’s 
theorem to obtain the logarithm function. 

Finally, the use of the exponential function to obtain 
smooth motions interpolating points is described. 
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ABSTRACT

1 ABSTRACT

In the present paper we will derive a method to deter-
mine a conformal transformation in 3D in closed form
given exact correspondences between data. We will
show that a minimal dataset needed for correspondence
in arbitrary-dimensional Euclidean space is a localized
vector frame and an additional point.

In order to determine the conformal transformation
we will use the representation of the conformal model
of geometric algebra by Vahlen matrices [1].

Conformal transformations are locally angle-
preserving. They map circles to circles and are closely
related to analytic - that is (complex) differentiable -
functions. Classically, they are studied in the complex
plane, which somewhat restricts their applicability to
complex-valued or two-dimensional problems. How-
ever, there is a framework that seems naturally suited
for conformal transformations in arbitrary dimensions:
the conformal model of geometric algebra (CGA).

First and foremost it employs geometric algebra,
which introduces the invertible but non-commuting
geometric product between vectors in order to establish
a graded algebra over a given vector space. Secondly,
it enhances a Euclidean vector space Rn of arbitrary
dimension n to a Minkowski space Rn+1,1 of dimension
n + 2 and signature (n + 1,1). As a result vectors and
multivectors from that geometric algebra G (Rn+1,1)
can be thought of as representing geometric objects in
the n-dimensional Euclidean space. Moreover, certain
elements of CGA, so-called even versors, can be used
to perform conformal transformations on the objects
represented in this way.

More specifically, given an object x and an even ver-
sor s, the conformally transformed object x′ is given
by x′ = sxs−1. If, in this equation, we treat the versor
s as a variable to be determined from correspondence
data x and x′, we encounter a number of complications.
First of all, while the geometric product is linear, the
Minkowski signature of the base space makes straight-
forward application of well-established methods from
linear algebra impossible. Secondly, since the geo-
metric product is not commutative, the two-sided ver-
sor product makes it difficult to isolate s and solve for

it. Also, the higher dimension of the enhanced vector
space slightly increases the complexity of the problem.

Crucial insights on how to solve this problem are
gained from the study of Möbius transformations and
Vahlen matrices [3]. The most general conformal trans-
formation can be expressed as the most general Möbius
transformation acting on points by fractional linear
transformation. I.e. in the complex case, it can be ex-
pressed as C 3 z 7→ z′ = az+b

cz+d ∈ C with a, b, c, d being
complex valued constants. This makes the transforma-
tions accessible by matrix algebra. Enhancing a com-
plex number by homogeneous coordinates, we can rep-
resent z' ( z

1) and find z′ '
(

z′
1

)
'

(az+b
cz+d

)
=

(
a b
c d

)
( z

1).
The matrix M =

(
a b
c d

)
representing the Möbius trans-

formation - i.e. fulfilling a number of constraints - with
entries a,b,c,d ∈ C is called a Vahlen matrix.

The concept of Vahlen matrices can be extended to
CGA. Then the versor equation can be expressed in ma-
trix notation. By introducing intermediate transforma-
tions with very simple matrix representations and en-
forcing the algebraic conditions for a Vahlen matrix we
can reduce the problem to finding a Euclidean rotor that
aligns two given vector frames by pure rotation.

Thus, the result is a reversion to the n-dimensional
Euclidean base space and a decomposition of the nec-
essary equations into geometrically meaningful parts.
By this we are able to present an algorithm for a closed
form solution for the even versor s given data corre-
spondences x and x′ as in the equation above. A count-
ing argument on the degrees of freedom present in the
correspondence data and the generality of the formulas
used suggests that our method is applicable in arbitrary
dimensions n employing methods introduced in [2].

Keywords: Geometric Algebra, Versors, Closed-Form
Solution, Conformal Mappings, Conformal Transfor-
mations, Differentiable, Vahlen
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ABSTRACT

The analytic signal and its two-dimensional extension, the monogenic signal, are valuable representations in signal processing
and are able to detect the features local phase, local orientation and local amplitude. They are based on the Hilbert transform
on the real line and the Riesz transform in the upper half plane. Problems incomputer vision require the analysis of spherical
signals but so far no analogue to the monogenic signal exists on the sphere. We use the Hilbert transform on the two-sphere
known from Clifford analysis to construct a monogenic signal on the two-sphere and a corresponding Poisson scale space. Its
interpretation is given by an expansion into spherical harmonics which allows the rotation invariant detection of the features
local orientation, local phase and local amplitude on the two sphere. We provide a scale invariant feature detector on the
two-sphere in terms of the new spherical monogenic signal and apply it toomnidirectional images obtained by catadioptric
cameras.

Keywords: Feature detection, Scale invariant features, Spherical signals, Spherical convolution, Clifford analysis, Scale
space, Cauchy transform, Hilbert transform

1 INTRODUCTION
An important task in low-level signal processing is the de-
tection of certain features, depending on a chosen signal
model. In one-dimensional signal processing the properties
local phase and local amplitude of a sinuoid signal are valu-
able features that describe the signal structure. They are ob-
tained by the analytic signal [3], which is based on the Hilbert
transform of the signal. The extension of the analytic sig-
nal to the Euclidean plane is known as the monogenic sig-
nal [2]. The underlying signal model are intrinsically one-
dimensional signals in the plane. In addition to the features
local amplitude and local phase it is able to determine the
local orientation of these signals. Instead of relying on the
one-dimensional Hilbert transform, it is based on its two-
dimensional extension also known as the Riesz transform.
Computer vision tasks often require the processing of spher-
ical input signals like omnidirectional images. It is therefore
desirable to construct a monogenic signal on the two-sphere.
We construct a monogenic signal on the sphere with the help
of the Hilbert transform on the two-sphere known from Clif-
ford analysis [1].

2 PRELIMINARIES
In the Clifford analysis setting, the classical Hilbert transform
arises as the non-tangential boundary value of the Cauchy
transform in the upper half plane with the real line as its
boundary. This concept can be extended to the upper half
spaceR

n
+ where it is known as the Riesz transform. In the

Fourier domain they act as multipliers which allow an intu-
itive interpretation in the frequency space. Furthermore the
Cauchy transforms naturally provides a scale space concept,
the Poisson scale space. The Hilbert transform on the two-
sphere can also be defined as the non-tangential boundary
value of the Cauchy transform in the unit ball. Nonetheless,
in its convolution integral nature, it prohibits an intuitive in-
terpretation.

3 OUR WORK
We interpret the Hilbert transform as a group convolution over
the rotation groupSO(3) and expand it into a Fourier series.
We obtain a Fourier series expansion of the convolution ker-
nels in terms of its spherical harmonic coefficients. It turns
out that the components of the Hilbert transform on the two-
sphere act as angular derivative operators on the solution of
the Dirichlet problem in the unit ball with respect to the az-
imuthal and zenithal angles. Therefore we obtain, in analogue
to Gaussian derivatives which arise as derivatives of the heat
equation solution, derivatives in the Poisson scale space con-
cept. The resulting features that can be obtained by this model
are local orientation, local phase and local amplitude of the
signal projected to plane tangent to the sphere at the point of
interest. We construct a feature detector on the two-sphere.
Instead of the Gaussian scale space we use the Poisson scale
space which arises naturally from the Cauchy transform. Pos-
sible applications are image matching and object detection in
omnidirectional images.
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EXTENDED ABSTRACT

1 INTRODUCTION
Rigid body dynamics is a still-thriving field of classical
mechanics. Modern applications include not just real-
world objects, but objects inside a computer. The ability
to be able to calculate rigid body motion quickly and ef-
ficiently is important, for example, in computer graph-
ics and gaming. In the extension to the case where rigid
bodies interact via contact forces and friction, very so-
phisticated effects are possible if many bodies and their
interactions can be treated simultaneously via an under-
lying fast method.

The idea of the work described here is to look at
the Conformal Geometric Algebra (CGA) approach to
rigid body dynamics, where we work in an overall space
that is 2 dimensions higher than the base 3d Euclidean
space. The CGA as a tool for geometry was first in-
troduced by David Hestenes [Hes01], and has been de-
veloped by several others (e.g. [Las05, DL03]). Like-
wise the application to rigid bodies has been pursued
by many. However, in our view there are still some
gaps in this which mean that it is useful to attempt a
coherent unified treatment, based on a Lagrangian for-
mulation, and with the idea of covariance under rigid
translations and rotations at its heart. Furthermore, the
application is not limited to non-interacting rigid bod-
ies, but seeks to parallel the fast treatment of multiple
interacting rigid bodies developed in [KEP05] known
as ‘Fast Frictional Dynamics’ (FFD).

Our setup has three positive square basis vectors, e1,
e2, e3, with two extra vectors adjoined, e and ē, satisfy-
ing e2 = +1, ē2 =−1. (See [DL03] for notation, which
differs from that in [Hes01].) From these we form the
null vectors n = e+ ē and n̄ = e− ē. The representation
function we will use has the origin as −n̄/2, i.e.

X =
1

2λ 2

(
x2n+2λx−λ

2n̄
)

where x is the ordinary position vector in Euclidean 3-
space, and λ is a positive scalar giving the dimensions
of length.

The overall idea is to set up a Lagrangian which is co-
variant with respect to the 5d geometry, but for which

the energy is just the ordinary 3d rigid body energy.
Then we should get equations of motion which are cor-
rect at the 3d level, but covariantly expressed in 5d.
Additionally, the way we will express the current state
of the rigid body configuration is via a combined rota-
tion/translation rotor, so that translations and rotations
are integrated as much as possible. Expressing position
X in space in terms of position on a reference body Xref,
via X = ψXrefψ̃ , where ψ is a 5d spinor, we find that the
correct Lagrangian is the scalar part of

−1
2

ΩB·I(ΩB)−µ(ψψ̃ −1)− IUψψ̃ −V (ψnψ̃ −n)

where µ is a scalar, I the 5d pseudoscalar, U and V are
general 5d vectors appearing as Lagrange multipliers
and I(ΩB) is the 5d ‘inertia tensor’, which is a function
of the body angular velocity (again in 5d) ΩB.

From these beginnings, we show how motion under
gravity can be incorporated, and then consider the ef-
fects of external forces and torques, which are unified
within the 5d representation. Interacting bodies are then
considered, and some details given of adapting these
methods to parallel the FFD development of [KEP05].
Finally video demonstrations showing how the motions
of large numbers of interacting bodies can be computed
successfully in real-time in this approach will be given.
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ABSTRACT 
This contribution introduces a precise image resampling image intended for corrections of image distortions 

caused by lenses or similar devices. The algorithm is intended for correction of small distortions in terms of pixel 

displacement but with very high subpixel precision. The geometrical description of the correction is through a 

square mesh with a displacement specified for each node of the mesh and bi-linear position interpolation is used 

inside the squares. The contribution describes the algorithms itself, its features, implementation issues and data 

formats and also discusses implementation issues specifically for programmable hardware (FPGA). 

Keywords 
Image resampling, lens distortion, subpixel resampling. 

1. INTRODUCTION 
Image acquisition processes are often affected 

through imperfections of lenses or other image 

acquisition equipment. The geometry of such image 

distortions is often known or can be measured. In 

some applications, the knowledge of the distortion 

can be used at some point of the algorithm fro 

compensation, in other algorithms this approach is 

difficult or impossible and it is necessary to “correct” 

the raster image. The correction process, however, is 

relatively difficult to define and sometimes it can be 

time-consuming. This contribution introduces a 

precise subpixel resampling algorithm that is possible 

to implement in software and also in programmable 

hardware, such as FPGA. The full contribution will 

describe more application and mathematics 

background and literature references. 

2. RESAMPLING METHOD 
The resampling method introduced here is intended 

for small changes in the image geometry. Therefore, 

angular changes in the image are not expected. The 

resampling is performed through application of 2D 

FIR convolution core. For performance reasons, only 

separable FIR convolution cores are considered. The 

convolution cores are selected for each output pixel 

separately (from a table) based on the subpixel 

position of the center of pixel in the original iamge. 

While this approach presents a small limitation in 

resampling core features, it allows for much higher 

implementation efficiency comparing to the cores that 

are not separable. The maximum considered 

resampling core is 7x7 samples. While this is not 

critical in the principle, the size limit is reasonable 

from the point of view of preserving the frequency 

features of the resulting image (limitation of 

maximum spatial frequency) and also from the point 

of implementation. 

The actual contribution will introduce description of 

the convolution cores used and their features as well 

as the mathematics background. 

3. IMPLEMENTATION ISSUES 
Implementation issues of the presented algorithm are 

critical from the point of view of performance and 

precision. 

First, the discussion of the pixel formats will be 

shown. The pixel formats (bit width) has an important 

effect on the necessary precision of the intermediate 

values on the algorithm. Next, the precision of the 

pixel co-ordinates will be given. This is important 

from the point of view of FIR core selection. Also, 

the overall efficient structure of the algorithm and its 

possible block diagram will be shown. Finally, the 

results of FPGA implementation of the algorithm will 

be shown. The current status indicates that 

implementation in FPGA capable of processing of 50 

MPixels/s or more is possible. 

4. CONCLUSIONS 
In the conclusions, the contribution will summarize 

the results and applications along with the intended 

future implementation work. Additionally, the 

literature references will be included. 
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EXTENDED ABSTRACT 

1. INTRODUCTION 
Web sites access logs contain substantial data about 

user access patterns. Properly exploited, the logs can 

reveal useful information about each user’s interests 

in a site; but restructuring a site’s structure to 

individual user interests increases the computation at 

the Web server to an impractical degree. One way to 

solve this problem is to group users on the basis of 

their Web interests and then organize the site’s 

structure according to the needs of different groups. 

The visualization methods play an important role in 

exploratory data analysis, where visual 

representations can help to build up an understanding 

of the content [Kei02]. Most of the currently 

availably Web site analysis tools provide only 

explicitly and statistical information without real 

useful knowledge. 

Knowledge discovery in databases (KDD) process 

can be used for this purpose. KDD process consists 

of two main phases: Web log preprocessing in order 

to get multidimensional data and data mining. In this 

paper for data mining we are using clustering, pattern 

discovery, classification methods to transform 

multidimensional data into suitable form for 

investigation. In this paper for investigation we use a 

data visualization methods to discover hidden 

relationships among the Web Logs data. The 

clustering and visualization algorithms (unsupervised 

learning algorithm Self Organizing Map (SOM), 

SAMANN) [Bri07, Med07] can be used to discover 

usage patterns from Web logs. The introduced 

methods perform clustering of input data and map it 

to a two-dimensional space, doing analysis and 

visualization at the same time. In our approach, with 

the Web usage data from high dimensional input data 

a two-dimensional projection (map) of Web usage 

patterns with different clusters could be formed 

 

The main goal of this paper is to use these clusters to 

analyze visitors of the website and characterize or 

distinguish them in way to improve the structure of 

the website. We extracted some features from the 

web logs and used combined data mining methods 

(clustering and visualization) for this purpose. 

The data used for the paper are the web pages and 

corresponding access logs of the Institute of 

Mathematics and Informatics: www.mii.lt 

2. ACKNOWLEDGMENTS 
The research is partially supported by the Lithuanian 

State Science and Studies Foundation project 

“Information technology tools of clinical decision 

support and citizens wellness for e.Health system” 

(No. B-07019). 

3. REFERENCES 
[Bri07] P. Britos, D. Martinelli, H. Merlino, and R. 

Garcia-Martinez. Web usage mining using self 

organized maps. IJCSNS International Journal of 

Computer 

Science and Network Security, 7(6):45–50, 2007 

[Kei02] D. A. Keim. Information visualization and 

visual data mining. IEEE Transactions on 

Visualization and Computer Graphics, 8(1):1–8, 

2002. 

[Med07] V. Medvedev. Tiesioginio sklidimo 

neuroniniu tinklu taikymo daugiamaciams 

duomenims vizualizuoti tyrimai. PhD thesis, 

Matematikos ir informatikos 

institutas, 2007 

 

 

 

 

 

37 GraVisMa 2009



About contour words of balls in tessellations of the
hyperbolic plane

Maurice Margenstern
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1. INTRODUCTION

In this paper, we give an application of iterated push-
down automata to contour words of balls in infinitely many
tilings of the hyperbolic plane. We extend this result to the
tiling {5, 3, 4} of the hyperbolic3D space and to the tiling
{5, 3, 3, 4} of the hyperbolic4D space as well. These two
latter applications cannot be generalized to any dimensionas,
starting from dimension 5, there is no tiling of the hyperbolic
space which would be a tessellation generated by a regular
polytope.

2. ITERATED PUSHDOWN AUTOMATA

Here, we follow the notations of [1] where references on
iterated pushdown automata can be found. We refer to this
paper and to [4] for formal definitions and an illustrative
example on the language of the words1fn , wherefn is the
Fibonacci sequence withf0 = f1 = 1.

Intuitively, an iterated pushdown automaton is defined from
the notion of iterated satck. Ank+1-iterated stack is a stack
of k-iterated stacks, where a 0-stack is reduced to the empty
word. The i-stacks are labelled by the elements of a finite
alphabetΓ, fixed in advance.

We are provided with a functiontopsym which gives the top
of the stack and, recursively, as the content of the top is an
iterated stack, the top of the just stored stack. Similarly,we
can pop any element which is accessed by functiontopsym
as well aspush a new element on the tops accessed by the
function.

A k-iterated pushdown automaton is a finite automaton
which works with ak-iterated stack. Each time it reads a letter
of the imput word, the automaton performs an operation,pop
or push on the iterated stack,ǫ-transition being allowed. A
word is accepted if, when completely read, the stack is empty.
The recognized language is the set of accepted words.

3. COUNTOUR WORDS IN TESSALLATIONS OF
THE HYPERBOLIC PLANE

We assume the reader to be familiar with hyperbolic geome-
try. We also refer him/her to [2], [3] for both an introduction to

this field with suitable references and the definition of specific
tools underlying the proofs of the result stated in the paper.

A tessellation is a tiling generated from a regular polygon
by reflection in its sides and, recursively, of the images in their
sides. In the Euclidean case, there are only three tessellations
up to similarities. In the hyperbolic plane, there are infinitely
many of them denoted by{p, q}, wherep is the number of
sides of the polygon andq is the number of them needed to
exactly cover a small enough neighbour of any vertex. We
shall focus on the tilings{p, 4} and{p+2, 3}.

In this setting, a path joining two tilesP andQ is a finite
sequence of tiles{Ti}0≤i≤n with T0 = P , Tn = Q and Ti

sharing a side withTi+1 for 0 ≤ i < n. The distance between
the tiles is the length of a shortest path. A ball of radiusk

around a tileA is the set of tiles whose distance fromA is
at mostk. Denote it byBk(A). Its border,∂Bk(A), is the set
of tiles whose distance fromA is k. Let wk be the number of
tiles on∂Bk(A). Then, acontour word of a ball in the tiling
{p, 4} or {p+2, 3} is a word of the form1wk .

Then, we can state:
Theorem 1: see [4]− The language of the contour words

of the balls in {p, 4} and that of the balls in {p+2, 3} can
be recognized by a 2-iterated pushdown automaton. This is
also the case for the balls in {5, 3, 4}, the tessellation of
the hyperbolic 3D space by the rectangular dodecahedron,
and also for the balls in {5, 3, 3, 4}, the tessellation of the
hyperbolic 4D space by the 120-cell.
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EXTENDED ABSTRACT 
Remote acquisition of high definition electro-optic 
images has been increasingly used in military and 
civilian applications. These air-borne and space-
borne acquired hyperspectral images are used to 
recognize objects and to classify materials on the 
surface of the earth. It is possible to recognize the 
materials pictured in the hyperspectral image by 
analyzing the spectrum of the reflected light. 
Hyperspectral detector technologies have made 
possible the recording a large number of spectral 
bands over the visible and reflected infrared region. 
These instruments have sufficient spectral resolution 
to allow an accurate characterization of the spectral 
reflectance curve of a given spatial area. As an 
example, the images acquired with the NASA JPL’s 
Airborne Visible/Infrared Imaging Spectrometer 
(AVIRIS) have pixels covering an area of 
approximately 20x20 meters, with reflectance 
decomposed into 224 narrow bands, approximately 
10nm wide each, in the range 400 to 2,500nm, the 
spectral components are represented with a 16 bits 
precision.  
Higher resolution, space-borne spectrometers will be 
available in the near future. In fact, increasing the 
number of bands, i.e. the spectral resolution, allows 
for more sophisticated analysis and increases the 
data rate by only a linear amount. The acquisition of 
hyperspectral images produces huge amounts of 
highly correlated data (e.g., in the range 140MB to 
1GB for AVIRIS images) that are stored as a two 
dimensional image matrix where each pixel consists 
of many components, one for each spectral band 
(e.g., 224 16-bit values for a pixel in an AVIRIS 
image). This brings an important need for efficient 
compression. Since hyperspectral imagery is 
acquired at significant cost and often used in delicate 
tasks (for instance classification or target detection), 
compression algorithms that provide lossless or near 
lossless quality are generally required. Moreover it 
may be desirable to have low complexity that allows 
efficient on board implementation with limited 
hardware, when the compression task has to be 

carried out on an airplane or a satellite before 
transmitting the data to the base. Remote sensed 
images, like AVIRIS, show two forms of correlation: 
spatial (the same material tends to be present in 
many adjacent pixels) and spectral (one band can be 
fully or partly predicted from other bands). 
For hyperspectral images the spectral correlation is 
much stronger than the spatial correlation. 
Furthermore, dynamic range and noise levels 
(instrument noise, reflection interference, aircraft 
movements, etc.) of AVIRIS data are higher than 
those in photographic images. For these reasons the 
standard image compression techniques, as for 
instance the spatial predictor of LOCO I, fail on this 
kind of data. Spectral oriented Least SQuares 
(SLSQ) is a lossless hyperspectral image compressor 
that uses least squares to optimize the predictor for 
each pixel and each band. In this paper we describe 
SLSQ and show experimental results with AVIRIS 
images. SLSQ is the current state of the art in 
hyperspectyral image compression.  
Each band in an hyperspectral image can be seen as 
a two-dimensional image. By visualizing the content 
of each band it becomes clear that the spectral 
correlation is high between most of the bands, but it 
is also clear that a few consecutive bands are not 
strongly spectrally correlated. This can lead to 
improvements to the SLSQ algorithm if we take into 
account the possibility of using different predictors 
for different bands. 
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EXTENDED ABSTRACT 

1. INTRODUCTION 
In this paper an alternative approach to software 
visualization is presented based on hypergraph 
representation of software artifacts. Our approach 
builds upon known techniques that rely on graphs for 
visualization. Using hypergraph formalism offers 
significant advantages not only in the visualization 
process but also in data preparation, filtering and 
context retrieval. Our aim is to create a unified 
graphical environment that is capable to visualize 
relations between various levels of software artifacts, 
ranging from source code up to the project 
management tasks. 

2. SOFTWARE VISUALIZATION 
Software visualization is an ongoing research 
direction. Although in past twenty-thirty years many 
software visualization systems were created, current 
software engineers program in textual languages and 
use standard 2D GUI interfaces. Several fully visual 
programming languages have been developed, but 
their usability in practice is very limited and 
questionable. However the benefits of software 
visualization in software comprehension were already 
shown [Lew02]. Many software visualization systems 
use graphs to present software in a more 
understandable way. Our aim is to generalize the 
visualization process by using hypergraphs instead. 

3. HYPERGRAPHS 
Hypergraphs are generalized graphs in which an edge 
can connect more than two nodes [Aui02]. This 
property allows us to represent more complicated 
relations between several objects for which standard 
graphs would require several additional nodes and 
edges. In our approach nodes represent different 
software artifacts and edges represent different 
relations between them. Using hypergraphs as data 
repositories allows us to look at software as 
knowledge. This unified structure enables us to query 

relevant information and visualize results directly. 
Query syntax is also based on hypergraph notation 
and queries always produce hypergraphs as results. 

4. VISUALIZATION 
Software artifacts and their relations represented 
through hypergraphs can be visualized using common 
graph visualization techniques, because hypergraphs 
can be transformed into bipartite graphs. For the 
purpose of our context sensitive GUI we plan to use 
force directed layout algorithms [Coh92]. Instead of 
using graphical programming languages we use 
common text editors embedded in hypergraph nodes 
displayed in 3D space. The text editors are also 
positioned using the force directed layout algorithm 
and are displayed as billboards floating in space. This 
is more familiar for developers and allows us to use 
existing programming languages. Developers can 
quickly zoom out for overview, focus on nodes for 
relations and may edit code if needed – all in the 
spirit of information seeking mantra principle 
[Shn04]. 1 
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Abstract 

The paper introduces the new algorithm of 
detecting conical curves. The BPT 
algorithm was created basing on 
Brianchon’s theorem on projective 
geometry. The algorithm also uses  
properties of raster graphics. 8 tangent lines 

are found with 1 pixel precision (Fig.1): 
 two horizontal and two vertical ones and 
two at the angle of 45o . 6 out of 8 points 
are selected orderly (28 sets of tangents). 
Based on these 6 points acc. to Brianchon’s 
theorem 3 lines are constructed. If these 
lines intersect in one point then the 6 lines 
are tangent to conical curve. If not, the 
value of the created triangle is the measure 
of deflection of these lines from tangent 
lines. For every 6 out of 8 tangent lines, 

point PBn  (Fig.2) is found.  

Analyzing the remaining Brianchoin’s 
triangles (Fig.3) it is possible to determine 
which of them are closer to the conical 
curve and which further away. Additional 
advantage of this method is a possibility of 
fast verification of obtained data as well as 
quick evaluation if the tangent lines are 
correctly drawn.  

 
Keywords: algorithm, Brianchon’s 
theorem, conical curves, detection, 
 

 
Fig. 1 Tangent lines to ellipse – exactness of 1 pixel 
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Fig.  2 Tangent point 234678 
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Fig. 3 Generation of Brianchon’s triangles 
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Extended Abstract

A very common reference cited in many publications that deal with the three point perspective pose estimation 
problem is revisited in this paper. Our main contribution is first a methodology for automated derivation of 

invariants from the triangulation of the algebraic system defining the three point perspective pose estimation 
problem, then the application of this methodology to get an exhaustive analysis of the geometrical invariants that 

intervene in the three point perspective pose estimation  problem, and finally it is the use of an hybrid 
methodology combining the triangularized system obtained by Wu's algorithm and interval analysis to get the 

actual solving of the three point perspective pose estimation  problem in a concrete case.

Keywords
three point perspective pose, invariants, Gröbner bases, interval analysis, Wu's algorithm

1. INTRODUCTION

In this paper the three point perspective pose (finding 
the position of a camera from three known points) is 
revisited [HLON94]. Three point perspective pose is 
one of the fundamental problems of photogrammetry 
and  computer  vision,  e.g.  a  cornerstone  of  robot 
navigation. To the best of our knowledge, there does 
not  exist  a  comprehensive  treatment  of  the 
geometrical   invariants  involved  in  the  three  point 
perspective  pose  estimation   problem.  Also,  there 
does not seem to exist an automated methodology to 
get the geometrical  invariants from a given system 
of  algebraic  equations.  There  have  been  some 
specialized  methodologies  to  get  the  invariants  for 
specific problems. Our main contribution is twofold: 
the automated derivation of geometrical  invariants 
from  a  system  of  algebraic  equations  and  the 
application  of  this  methodology  to  the  exhaustive 
analysis  of  the  geometrical  invariants  of  the  three 
point perspective pose estimation  problem.

2. METHODOLOGY
 

Starting from the system of  equations  defining the 
zero-dimensional algebraic set of the problem, we are 
following Wu's algorithm or Buchberger's algorithm 
to  transform  the  initial  system  into  an  equivalent 
system such that at least one variable of the problem 
has been eliminated from the two polynomials having 
the lowest leading monomials in the graded reverse 
lexicographic  order.  By  regrouping  all  the  formal 
coefficients for each monomial, we get polynomials 
that are invariants for the given problem. We rewrite 
the  original  system  by  replacing  the  invariant 
polynomials by new formal  coefficients.  We repeat 
the process until the system has been triangularized. 
We  apply  it  to  the  three  point  perspective  pose 
estimation  problem where the triangularized system 
is  solved  using  interval  analysis.   We  obtain  the 
syzygies  of  the  invariants  by  applying  the 
Buchberger or Wu's algorithm on the invariants. 
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ABSTRACT 
Strategy is planned, executed and future changes forecasted. Organizations do several types of planning such as 
business plan, operational plan, and strategy plan but forecasting the changes in the strategy plan is not common 
or ignored. Scientific methodologies rarely are associated in decision making in mid-sized organizations as they 
do not have in-house R&D divisions. We propose forecasting methodologies using localization, term-plans 
concept and time series techniques to forecast the strategy changes for strategy planning in organizations. 
Simulations with the data from various organizations are provided in examples of analysis and forecasting. With 
these forecasting methodologies organizations can benefit greatly to optimize their investments and planning in 
the direction of current trend. Not only organizations but also planning divisions in government can benefit with 
these ideas and methodologies. 

Keywords 
Strategic plan, term-plan, time series analysis, forecasting 

1. INTRODUCTION 
Strategic plan is the highest level plan in any 
organization, which includes vision of the 
organization suitable to the current environment and 
business opportunity. Once done it shall be reviewed 
continuously based on the outcomes of various plans 
and projects that are derived to realize the targets of 
the strategic plan.  

Forecasts are critical part of business planning, 
management and strategy, but they are always wrong. 
Business people need to realize that there is a certain 
error band around it which the statisticians know very 
well. Though it looks true that the forecasts are 
accurate if the actual outcomes fall within that error 
band, but for businesses the band is too wide which 
directly proportional to the investments.  

Usually after investing time and money in forecasting 
systems, business people develop overconfidence in 
the forecasts. A small example of sales can give (1) 
an idea of error range, (2) how the error range can be 
wide and (3) importance of forecasting the changes in 
targets.  

In the sales prediction graph, green line is actual sales, 
blue solid line is regression line of forecast, and 
dotted lines are error band. Comparing the error band 
width at the first and last months, one can see how the 
variance is getting wide. This prompts to split the 
period into shorter periods and do the forecast and 
see the changes and finally forecast the global change. 

 

2. Structure of Forecasting Models 
It does not matter how accurate the trend is 
forecasted. Trend changes with various effecting 
parameters. It means that methodologies or 
forecasting models play an important role in 
forecasting the global change. Some forecasting 
models are discussed here. There are four types of 
forecasting models: Casual, Extrapolative, Intuitive, 
Hybrid. Casual or basic model:  
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EXTENDED ABSTRACT 

1. INTRODUCTION 
Nowadays corrections of many cardiac disorders are 

treated by applying some destructive energy sources. 

One of the most common sources and the related 

methodology is to use radiofrequency ablations. In 

medical practice treatment capabilities have expanded 

almost to the whole area of the cardiac texture zones. 

However, despite the latest technical, navigational 

methods for localizing the affected zone, the rate of the 

risk of complications including a disease recurrence 

remains very high [Tan08]. Thus, in order to 

understand the nature of possible complications, the 

technique of thermovisual monitoring can be 

introduced. This technique is a non-invasive method 

and enables us to track the temperature changes over 

the time. Thermovisual data offer a possibility to use a 

wide range of analysis methods in terms of video or 

image processing. The object of the research proposed 

is to explore the impact of temperature on the heart 

texture anisotropy based on the thermovisual data. The 

pilot research has proved that the thermovisual data 

are rather promising for estimating the heart state 

[Lek09]. Also, these results have shown the necessity 

to extend the research. By applying the analysis of 

color models we have shown that not all the models 

had proper information about the affected zone. 

Investigation revealed that the most informative are 

Lab and CMYK color models, especially a and M 

bands. Also authors investigate the dependency 

parameters of the radiofrequency ablation (RFA) 

procedure by registering the dynamics of absorption 

and spread of heat on various cardiac structures over a 

certain time in a video stream. Thus, by incorporating 

the methods of mathematical morphology and 

transformations can approximate the thermal 

anisotropy zone. Moreover, that enables us to 

automatically identify, register, and track the changes 

in the structure as well as to evaluate the dynamics in 

time of the affected zone (see Fig. 1). 

2. RESULTS 
Further we performed the color mapping analysis. 

Principal component analysis of initial color mapping, 

as well as calculation of point Euclidian distances in 

Lab color space, exposed that the task comes to a two 

class separation problem, regardless of the manner in 

which the original color model is mapped to intensity 

interval [0 ... 255]. Conducted a preliminary analysis 

of the spread of risk area, according to electrode 

ablation power of 30 or 50 watts and the operation 

time, showed that the tissue thermal anisotropy 

dynamics, during heating and cooling stages remains 

the same. 

 

Figure 1. Automated approximation of the RFA 

affect zone. 
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